Reconstruction of the Permafrost Extent in
Western Europe during the
Last Glacial Maximum based on
Regional Climate Model Simulations

Master Thesis in Meteorology
by

Kim Helen Albers

November 2020

AT

Karlsruher Institut fur Technologie

INSTITUTE FOR METEOROLOGY AND CLIMATE RESEARCH
KARLSRUHER INSTITUTE OF TECHNOLOGY (KIT)



Supervisor: Prof. Dr. Joaquim Pinto
2nd Supervisor: Dr. Aiko Voigt
Advisor: Dr. Patrick Ludwig

@ @ @ This document is licenced under the Creative Commons
Attribution-ShareAlike 4.0 International Licence.




Abstract

During the Last Glacial Maximum (LGM), a very cold and dry period around 26.5 to 19 thousand
years ago, permafrost was widespread in Europe. Periglacial features such as pingos, ice-wedge
pseudomorphs, and sand wedges are found in Europe and serve as a proof for the occurence
of permafrost at that time. These are thus seen as a proxy for permafrost. In global climate
model simulations, the permaforst distribution during the LGM is poorly represented. In this
work the potential of regional climate model simulations to improve the reconstruction of the
permafrost distribution in Western Europe during the LGM is evaluated. For the first time, criteria
for possible thermal contraction cracking of the ground are applied to the climate model data.
These criteria were derived from fieldwork and serve as a precondition for the development of
proxies of permafrost. Simulations with prevailing westerly winds transporting heat and moisture
from the North Atlantic are not able to represent the permafrost and ground cracking distribution
in Europe during the LGM. With a large-scale circulation that promotes easterly winds, a colder
version of the LGM is realized. Whereas the permafrost extent and ground cracking regions in
the global climate model simulation still deviate from proxy evidence, they agree in the regional
counterpart. With an appropriate forcing, an added value of the regional climate model simulation
to the global climate model simulation can thus be achieved. Furthermore, the model data support

that the proxies indicate rather seasonal frozen ground than continuous permafrost in France.
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Kurzfassung

Wihrend des Letzten Glazialen Maximums (LGM), einer sehr kalten und trockenen Zeitperiode
vor etwa 26.5 bis 19 tausend Jahren, war Permafrost weit verbreitet. Dies ldsst sich anhand von pe-
riglazialen Relikten, wie z.B. Pingos, Eis- und Sandkeilen, ableiten. Sie werden daher als Proxies
fiir Permafrost angesehen. Globale Klimamodellsimulationen reprisentieren die Permafrostver-
teilung wihrend des LGMs nur unzureichend. In der vorliegenden Arbeit wird untersucht, inwie-
weit die Rekonstruktion der Permafrostverteilung mit Hilfe regionaler Klimamodellsimulationen
optimiert werden kann. Erstmalig werden hierbei Klimamodelldaten auf Kriterien fiir mogliche
Rissbildung im Boden durch thermische Kontraktion, welche in Feldstudien deduziert wurden,
untersucht. Die dargelegten Kriterien fiir die Rissbildung im Boden stellen eine Vorbedingung fiir
Entstehung der genannten Proxies fiir Permafrost dar. In Simulationen des LGMs mit vorherr-
schenden Westwinden, welche Wéarme und Feuchte vom Nordatlantik nach Europa transportie-
ren, wird weder die korrekte Permafrostverteilung, noch die Ausdehnung der Gebiete, in denen
ein Aufreilen des Bodens theoretisch moglich ist, korrekt wiedergegeben. Mit einer grof3skali-
gen Zirkulation, die eine Anstromung von Osten begiinstigt, konnen die Ergebnisse der globalen
Klimasimulationen leicht verbessert werden. Erst die entsprechend angetriebenen regionalen Kli-
mamodellsimulationen stimmen mit den proxybasierten Verteilungen iiberein. Die Modelldaten
bestitigen daher, dass die Proxies eher auf saisonalen Bodenfrost und nicht auf kontinuierlichen

Permafrost in Frankreich hindeuten.
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1 Introduction

Up to one fifth of the Northern Hemisphere’s land surface is underlain by perennially frozen
ground that is thus classified as permafrost. In the Southern Hemisphere, permafrost underlies
an area that is three magnitudes smaller (Intergovernmental Panel on Climate Change (IPCC)
2019). Permafrost is a major element of the Earth’s cryosphere (Harris et al. 2009). The formal
definition of permafrost is: “ground that remains at or below 0°C for at least two consecutive
years” (van Everdingen [2005). The distribution not only of permafrost but of all components of
the cryosphere is depicted in Fig. [I.1] for the Northern Hemisphere, with data from 2012. Per-

mafrost is separated in continuous and discontinuous permafrost. Differences between these two

Legend

. Sealce

. Glaciers

. Ice Sheet

- Continuous Permafrost

. Discontinuous Permafrost

~— Sea Ice 30 Yr Ave Extent
50% Snow Extent Line

Max Snow Extent Line

Figure 1.1: The cryosphere of the Northern Hemisphere: Shaded areas indicate the minimum summer sea
ice extent in 2012 (light blue), the location of the glaciers (yellow) and the Greeland Ice Sheet
(white), and the permafrost distribution (continuous permafrost: dark pink; discontinuous per-
mafrost: light pink). The yellow line marks the 30-year average extent for yearly sea ice minima
from 1979 to 2012. The black and green lines farther south represent the 50 % snow extent and
the maximum snow extent, respectively (adapted after IPCC Fig. 4.1).

forms of permafrost will be addressed in Chap. [2] The spatial dominance of permafrost becomes
obvious from Fig. [I.1]

Permafrost soils influence the surface energy balance, the hydrological cycle, the vegetation cover
and, most importantly, they serve as a carbon reservoir (c.f. Liu and Jiang 2016b; Vandenberghe
et al. 2014). Through peat development or dust deposition, for example, organic carbon is accu-
mulated in the frozen ground over thousands of years and can be trapped over times of several
years to millenia (c.f. Liu and Jiang Schuur et al. 2015)). Permafrost currently contains the
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largest amounts of organic carbon in global terrestrial systems and twice as much as the atmo-
sphere (c.f. United Nations Environment Programme (UNEP) 2019 and references therein). Yet,
this reservoir is climate sensitive (Harris et al. [2009; IPCC[2013; IPCC 2019). As long as ground
temperatures remain constantly far below 0°C and the permafrost is therefore stable, the carbon
is permanently stored. Developments of recent years, however, already show a rapid permafrost
degradation, that is in conformity with the temperature raise of climate change (c.f. e.g. IPCC
2013} Liu and Jiang 2016b; Vandenberghe et al. 2014) Permafrost soils become warmer until they
reach the 0°C mark and then start to thaw. The southern limit of permafrost is observed to shift
northwards (c.f. Osterkamp and Burn 2003). This shift is quantified to 30 to 80 km in the last
decades, which is associated with a large reduction of the permafrost areas, yielding vast conse-
quences for the environment and the climate (UNEP 2019).

While permafrost thaws, decomposition of organic carbon by soil microbes is initialised (Liu and
Jiang|2016b). Gaseous carbon dioxide (CO,) and methane (CHy4) is formed and then released into
the atmosphere. These are potent greenhouse gases (c.f. e.g. Liu and Jiang 2016b; Osterkamp
and Burn 2003). The United Nations Environment Programme (UNEP) states the thaw of per-
mafrost to be “one of the most important ‘tipping elements’ that could release significant amounts
of methane [...] into the environment” (UNEP 2019). The emission of CO, and CHy intensifies
the greenhouse effect, leading to stronger reflections of longwave radiation back to the Earth and
accelerates thereby the climate change (Liu and Jiang |2016bj Schuur et al. 2015; IPCC 2019). In
that way, permafrost thaw is part of a positive feedback mechanism induced by global warming
(Vandenberghe et al.[2014; IPCC 2019). Because of this feedback process, permafrost will likely
be important for the response of the climate system to global changes (c.f. Levavasseur et al. 2011).
Climate and Earth System Models have been developed to simulate the behaviour of the Earth’s
climate and to understand the complex interactions between its different components. With in-
creased computational capacity, the models became more sophisticated and it was possible to
incorporate more and more processes explicitely (IPCC [2013). This improvement is ongoing.
Several of these models implemented global permafrost carbon dynamics (Schuur et al. 2015).

Future projections indicate a widespread disappearance of permafrost by the end of this century
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Figure 1.2: Modelled near-surface permafrost area in percent compared against the mean of the reference
period 1979 to 2005. The modelled historical changes are indicated in brown. In blue and red,
the projected future changes under low (RCP2.6, blue) and high (RCP8.5, red) greenhouse gas
emission scenarios are depicted. The lines represent the ensemble mean, shaded areas the very
likely range, i.e. 5-95 % model range (adapted after IPCC[2019; Fig. 1.51).



with very high confidence (IPCC [2019). Fig. [I.2] shows the near-surface (within 3-4m) per-
mafrost area of the Northern Hemisphere relative to the mean area of 1986 to 2005 over time,
starting from 1950. According to the projections, the near-surface permafrost will retreat by 24 +
16 % in RCP2.6 and by 69 £ 20 % in RCP8.5 (both the likely range) until the end of the century.
This is associated with a release of carbon on the order of ten to 100 billion tons (Gt C) and will
thus potentially accelerate climate change. Although methane will be significantly less emitted,
it might contribute 40-70 % of the total radiative forcing exerted concomitant to permafrost thaw
(c.f. IPCC2019; Schuur et al.|[2015). The large ranges of estimates for both degraded permafrost
area and associated greenhouse gas emissions illustrate the related uncertainty of these projections
that go in line with a high variability in the resulting climate warming. Schuur et al. (2015) con-
clude that “the magnitude and timing of greenhouse gas emissions [...] and their impact on climate
change remain uncertain”.

Constraints of the projections remain not only due to a lack of knowledge and the internal vari-
ability of the climate system, but also because of model uncertainty. Models that are well tested
under present-day conditions, simulate very different responses to the same forcing scenarios of
the current century. Apparently, is it not sufficient to evaluate the climate models exclusively with
respect to today’s observations, since the latter only provide a small range of climate variability
and the evaluations remain within the calibration range of the parametrizations (c.f Braconnot et
al. 2012} Cleator et al. 2020). Hence, reconstructions from paleoclimate archives can be used to
broaden this range and to get a robust assessment for the model’s capability of simulating climate
changes (c.f. Cleator et al. [2020; IPCC |2013). Besides ice cores and tree rings as common natu-
ral climate archives, numerous other features provide evidence on past climatic states (c.f. IPCC
2013} Ludwig et al. 2019). To understand the sensitivity of permafrost to (future) climate change,
it is therefore essential to study the behaviour of the permafrost extent under different climatic
conditions in the past (c.f. Saito et al. 2013; UNEP2019; Vandenberghe et al.[2014).

Since permafrost was widespread in colder periods, it is logical to focus on the Last Glacial Max-
imum (CGM) in this study. The LGMlis the “most recent interval when global ice sheets reached
their maximum integrated ice volume during the last glaciation”(Mix et al. 2001) and occurred
from around 26.5 to 19 thousand years before present (ka BP) (Clark et al. [2009). This period
is particularly interesting, because the boundary conditions were vastly different than today (c.f.
Kageyama et al. 2020). Large parts of the Northern Hemisphere were covered by ice sheets and
greenhouse gas concentrations in the atmosphere were at a historical minimum, resulting in sur-
face air temperatures of around 4 °C colder than today in annual and global mean. In the tropics,
differences were smaller (< 3°C), while they were largest near the Northern Hemispheric ice
sheets (> 8°C, both in annual mean). In Central Europe, they even amount to 14°C (c.f. Annan
and Hargreaves [2013; Bartlein et al. 2011} Clark et al. [2009).

Several climate model studies for the LGM revealed the general capability of global climate mod-
els to simulate a reasonable LGM climate (c.f. Harrison et al. 2015; Levavasseur et al. 2011}
Ludwig et al. 2016; Saito et al. [2013). Due to their relatively coarse resolution, however, the
magnitude of regional scale changes may not be displayed correctly (Harrison et al.[2015; Ludwig
et al. 2016). Saito et al. (2013) investigated the permafrost extent in the LGM experiments of
the Paleoclimate Modelling Intercomparison Project (PMIP) - Project Phase 2 and 3. The sim-

ulations conducted within PMIP2 showed “mixed results”(Saito et al. 2013) in comparison with
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evidence from the fields, but improvement was found for the recent phase. Nevertheless, there
is a large range of modelled permafrost distributions under LGM conditions (Vandenberghe et al.
2014) and some studies have to conclude that the used model fail to reproduce the permafrost
distribution over Central and Western Europe during the LGM (c.f. Kitover et al. 2013} Kitover
et al. 2016; Levavasseur et al. 2011 Ludwig et al.[2017). The differences between the modelled
permafrost distribution and proxy-based reconstructions are partly attributed to the coarse hori-
zontal resolution of the global climate models (c.f. Kitover et al. 2016; Ludwig et al. 2017; Saito
et al. |2013). These inaccuracies are also found for other climate variables, such as temperature
and precipitation, where the sign of the large-scale climate changes are correctly reproduced, but
not the regional patterns nor the magnitude of changes (c.f. e.g. Cleator et al.[2020; Ludwig et al.
2019). Therefore, Ludwig et al. (2019) point out, that “regional climate modeling bridges the gap
between the coarse resolution of current climate models and the regional-to-local scales, where
the impact of climate changes are of primary interest”.

Regional Climate Models (RCMk) are based on the approach of dynamical downscaling. For a
subdomain of a global climate model simulation, they use this coarse data as initial and bound-
ary conditions and increase then the horizontal and vertical resolution by explicitely resolving the
physical processes relevant on regional scales (c.f. Ludwig et al. 2017 Ludwig et al.[2019). This
model type is often used for present-day and future climate analyses while paleoclimate and es-
pecially LGM applications are limited (Ludwig et al. 2019). However, it was shown that RCMs
can add value to the global climate simulations and thus worth the additional computational costs
in many cases (c.f. Ludwig et al.[2019 and references therein). Regional climate modeling in the
context of the LGM can improve the distribution of not only temperature and precipitation, but
also of permafrost (Ludwig et al. 2017; Ludwig et al. 2019). The present study aims to analyse
this further and in more detail.

The overall goal of this thesis is to reconstruct the permafrost distribution in Western Europe dur-
ing the LGM based on regional climate model simulations. A range of southern boundaries for
the permafrost extent will be defined and compared against the proxy-based distribution.
Therefore, literature research on the boundary conditions of the LGM and the resulting climate
will be conducted as a first step as well as on permafrost. The definition of permafrost will be put
into context and the proxies for past permafrost will be investigated. As a second step, the LGM
permafrost distribution in Europe based on these proxies will be derived. After this, methods to
extract permafrost occurence from climate model data will be addressed. The literature research
will be presented in Chap. 2] The subsequent Chap. [3] introduces the climate models used for
this study. These are the global climate models MPI-ESM-P and ECHAMG6-FESOM. Both are
used to drive the regional climate model simulations that are conducted with the Weather Resarch
and Forecast (WRF) model. The main part of this thesis will focus on the presentation of the
results (c.f. Chap. ). It starts with the analysis of the climate of the global driving simulations in
Europe and the North Atlantic. Afterwards, the climatic mean state as simulated with the WRF
model will be investigated and then the permafrost extent of these simulations will be explored.
The last part includes the application of different methods presented in the following chapters and
the comparison against the proxy-based permafrost distribution. The results will be discussed in

Chap.[5] A conclusion and summary (c.f. Chap. [6) will complete the thesis.



2 Theoretical Background

The theoretical background of this study will be addressed in this chapter. It consists of two parts.
First, the LGM will be introduced. Timing and boundary conditions of the LGM will be discussed
including the resulting climate.

In the second part, permafrost will be explored. Its definition and structure will be presented, as
well as methods to identify locations with former existence of permafrost. At last, both topics will

be brought together discussing the permafrost distribution during the LGM.

2.1 The Last Glacial Maximum

During the last three million years, the Earth’s climate underwent several substantial reorganisa-
tions. The climate altered from warm to cold, and from arid to humid conditions with a mutual
interaction of all components of the Earth, namely the atmosphere, lithosphere, hydrosphere, bio-
sphere, and cryosphere (c.f. Kohfeld and Harrison Lofverstrom et al. 2014).

Fig. 2.1] shows the evolution of important external forcings for these variations for the last 800
thousand years with present at zero ka. On the one hand, these are the orbital parameters with
the Eccentricity, Obliquity, and Precession that are summarized in the Milankovi¢ cycles. They
describe how the Earth moves in space and have thus implications for the incoming solar radiation
and the energy budget on Earth. Eccentricity values near zero represent a circle-like orbit around

the Sun. Higher values imply a more elliptically shaped orbit. Obliquity describes the axial tilt
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Figure 2.1: Orbital parameters and atmospheric CO, concentration from Antarctic ice cores over the past
800 thousand years (Ludwig et al.|2019; Fig. 4 a).
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of the Earth and Precession means the rotation of this axis (Berger [1978). On the other hand,
greenhouse gases play a crucial role in the climate system. In Fig. 2.1} the CO, concentration
from Antarctic ice cores are depicted.

The most recent glacial cycle began at the same time as the Palaeolithic Age and right after the
Last Interglacial at around 115 ka BP. The Last Interglacial was a warmer period that corresponds
to high CO, concentrations and to a relative sea level highstand (Kukla et al.[2002). This stands
in contrast to the period that will be investigated further in this thesis. The is noticeable in
the figure by the low CO, values at about 20 ka BP. It is defined as the “most recent interval when
global ice sheets reached their maximum integrated ice volume during the last glaciation” (Mix
et al. 2001)) and can thus be detected through for example a relative sea level lowstand. It was
found that the sea level was 127.5 to 135 m lower during the than today (c.f. Clark et al.
2009). Not all of the ice sheets that covered the Earth during this period reached their maximum
at the same time. Therefore, the timing of the globally defined [LGM]Idoes not agree certainly with
the local LGM] (c.f. Hughes et al. 2013). However, for the Laurentide Ice Sheet (LIS) in North
America and for the Fennoscandian Ice Sheet (FIS) that covered large parts of Europe, this is the
case. This suggests the near-equilibrium of these ice sheets with the climate during the that
is dated from 26.5 to 19 ka BP (c.f. Clark et al.|[2009).

9ON _T_
60N -
30N - -

308 -

60S

1

90S —T T T T T T 1
J FMAMJJASOND
| [ [ I
-12 <10 -8 -6 -4 -2 0 2 4

Figure 2.2: Differences of incoming solar radiation at the top of the atmosphere between LGM and [Pl
conditions for each month of the year (Cao et al.[2019; Fig. 5 a).

The LGMlis characterised by glacial boundary conditions and orbital parameters and thus solar in-
solation that is similar to today. Nonetheless, it is assumed that changes in the insolation provoked
the first growth of the ice sheets. The summer energy was decreasing while the winter energy was
increasing (c.f. Fig.[2.2). The differences were not very large, but changed the seasonal cycle (c.f.
Cao et al. 2019). The huge ice sheets that covered large parts of the Northern Hemisphere were
an important boundary condition, since their high albedo lead to increasing reflection and affected
the radiation budget thereby. Additionally, the ice sheets modified the orography and influenced

the large-scale atmospheric circulation. Since more H>,O was bound in the ice sheets, the sea level
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was lowered consequently. That, in turn, affected the land-sea configuration as more land was ex-
posed to the atmosphere. For example, France and Great Britain were connected at that time. Both
sea surface temperatures (SSTk) and deep ocean temperatures were lower (c.f. Clark et al. [2009),
which lead to less evaporation from the ocean and to an increased concentration of atmospheric
gases in the oceans, since their solubility increases with decreasing temperatures. Most of the
relevant greenhouse gases were at a historic minimum with less than half of today’s atmospheric
concentrations (c.f. Annan and Hargreaves 2013 Bartlein et al. 2011; Monnin et al. 2001/ and
Fig.[2.1). Tab.[3.T]in Chap. 3] gives an overview of the different values. Firstly, the low concen-
tration of carbon dioxide influences the global surface temperature. The greenhouse gas effect is
reduced in a way that it is consistent with a net radiative forcing decrease of 2.8 W/m? (c.f. Cao
et al.2019). Secondly, it has an impact on the vegetation distribution, which can in turn be seen as
another boundary condition for the climate of the Growth of C4 plants was favoured over
C3 plants, because photosynthesis of the latter is more sensitive to the CO, concentration in the
atmosphere (c.f. Prentice and Harrison 2009)). In the non-glaciated regions of Northern Europe,
this lead to steppe and tundra vegetation such as open shrublands and grassland and in Southern
Europe, semidesert steppe and steppe with embedded forests dominated the landscape (Florineth
and Schliichter 2000; Pinto and Ludwig [2020). The terrestrial ecosystems were less productive
(Bartlein et al. [2011)) and there was more open vegetation that resulted in easily erodible soils
(Prospero et al.[2002; Ray and Adams 2001}).
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Figure 2.3: Pollen-based reconstruction of changes of temperature (a) and precipitation (b) for the LGM
and present-day conditions (Ludwig et al.|2017; Fig. 4 a and c).

All these boundary conditions and forcings lead to a climate on Earth that was substantially dif-
ferent from today. In general, it was colder and drier during the LGML In global and annual mean,
Annan and Hargreaves (2013)) found a cooling of 4.0 £ 0.8 °C for the surface air temperature. In
Fig.[2.3] European temperature and precipitation differences for LGM]| minus [PIl conditions based
on proxy data (Bartlein et al. 2011) are depicted. The differences in Europe are greater than in
global mean with a 14°C cooling in Central Europe. Additionally, the meridional temperature
gradient was greater during the This is in agreement with polar amplified cooling because
of the ice sheets in the north (c.f. Lofverstrom et al. 2014). Due to the glacial conditions, the
hydrological cycle was weakened, leading to less precipitable water in the atmosphere and hence
decreased precipitation by 200 to more than 600 mm/year in Europe (c.f. Bartlein et al. 2011}
Pfahl et al. 2015] and Fig. 2.3). According to simulations by Lofverstrom et al. (2014), winter
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precipitation does not reach far inland over Eurasia. Reasons were more extensive sea-ice cover
in the North Atlantic as well as the altered land-sea configuration. They constrain the evaporation
in addition to the effect of the reduced temperatures and result in drier air masses that move to
Europe.

Mid-latitude cyclones transport heat, moisture and momentum from the tropics to the poles. Pre-
cipitation occurs along their fronts, especially in winter (c.f. Lainé et al.|2009)). Therefore, changes
in position and intensity of the storm track influence the precipitation patterns in Europe (c.f. Wang
et al.[2018). However, with enhanced wind speeds and more intense cyclones, the above described
effects are dominating and the precipitation during the LGMI remains reduced.

In consequence of the glacial boundary conditions, the atmospheric circulation varied consider-
ably from present-day conditions. Justino and Peltier (2005) showed that the direct influence of
the altered topography with the ice sheets is more important for the atmospheric circulation in
winter than any other forcing, such as albedo, greenhouse gases, or orbital forcing. A cold high
developed in northeastern Europe as well as in North America over the respective ice shields (c.f.
Cao et al. [2019; Justino et al. [2006; Ludwig et al. 2016)). The had an estimated height of
3000 to 4500 meter during the LGM (Ullman et al. 2014) and thus acted as a massive mechanical
forcing (Lofverstrom et al. 2016). A planetary wave much larger than today was induced, with
a deep trough downstream of the This lead to a zonalisation of the Atlantic jet stream (c.f.
Lofverstrom et al. [2014). Apart from this altered structure, the jet was enhanced and its position
was shifted southward (c.f. Li and Battisti [2008; Merz et al. 2015; Pausata et al. 2011). These
changes are also associated with the presence of the Simulations show that the jet becomes
narrower, stronger and more zonal with increasing simulated the [LIS|height (c.f. Lofverstrom et al.
2016). Merz et al. (2015) declare the eddy-driven jet as “the most dominant zonal feature in the
North Atlantic domain under glaical conditions”. Its core wind speed exceeded 50 m/s. The storm
track during the[LGMlevolved accordingly. In winter, it also was zonally orientated and the related
cyclones were more intense. (c.f. Lofverstrom et al. 2014; Ludwig et al. 2016; Pinto and Ludwig
2020).

2.2 Permafrost and Reconstruction Methods

Based on the permafrost definition, the following section focuses first on the vertical and horizon-
tal structure of permafrost and its corresponding climatic implications and geomorphical features.
Since the latter can serve as a proxy for the identification of former permafrost, their development
and prerequisites are presented as well as some caveats that should be considered. Subsequently,
the permafrost distribution during the LGM]in Europe is derived based on these proxies. Finally,
some methods to infer permafrost existence from climate model data are introduced.

Permafrost is defined as “Ground (soil or rock and included ice and organic material) that remains
at or below 0°C for at least two consecutive years”(van Everdingen 2005). The definition is solely
based on temperature and permafrost is therefore synonymous with perennially cryotic ground.
Other than implied by the name, water within permafrost is not necessarily frozen. Due to high
pressure and minerals, the freezing point of water may be depressed. Equally, according to its
definition, permafrost does not have to be permanent, two consecutive years with ground temper-

atures at or below 0°C are sufficient to classify ground as permafrost (c.f. van Everdingen 2005).
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Figure 2.4: Simplified vertical profile of ground temperatures in a permafrost regime. (a) shows the full
profile and (b) displays the upper part of the profile. The abbreviations are as follows: AL for
active layer, Tiin, and Thax for minimum and maximum annual temperature, MAGT for mean
annual ground temperature, and Ttop for mean temperature of the permafrost table (adapted
after Ballantyne [2017; Fig. 4.5).

The vertical structure of permafrost ground can be derived from the vertical profile of the ground
temperature. The schematics of a typical profile is depicted in Fig. The mean annual ground
temperature (MAGT) changes with depth according to a geothermal gradient. The point where
the crosses the 0°C limit and the ground becomes noncryotic marks the lower boundary
of permafrost, which is called the permafrost base.

At these depths, the ground does not experience seasonal variations. The influence of the atmo-
sphere and the surface only reaches to the depth of zero annual amplitude, above which the min-
imum and maximum annual temperature (Tmin, and Tiax, respectively; dashed lines in Fig. @
diverge from each other. Above the depth, where the maximum annual temperature profile crosses
0°C, the ground freezes and thaws seasonally. From the surface to this depth, the layer is termed
the active layer. The thickness of the active layer can vary from a few centimeters to several meters
(c.f. e.g. Osterkamp and Burn [2003)). The boundary between the active layer and the permafrost
layer is named permafrost table (c.f. Ballantyne 2017} van Everdingen 2005).

There is no distinct border between the occurence and absence of permafrost, but rather a grad-
ual transition. The ground can be classified into four zones depending on the amount of actual
permafrost (c.f. Ballantyne 2017, Fig. [2.5): continuous permafrost, when more then 90% of the
surface is underlain by permafrost, widespread discontinuous permafrost for 50-90% (often abbre-
viated as discontinuous permafrost), sporadic discontinuous permafrost for 10-50% (often abbre-
viated as sporadic permafrost) and isolated patches, when less than 10% of the surface is underlain
by permafrost (not depicted in Fig.[2.5] However, when the surface layer freezes and thaws season-
ally similarly to the active layer, but has no permafrost layer underneath, it is only called seasonal
ground freezing (c.f. Ballantyne [2017).

In general, the distribution and thickness of permafrost varies with latitude and altitude. Usually
the active layer is relatively thin and permafrost is prevalent in cold climates. As the climatic con-

ditions become less suitable, the active layer becomes thicker and the permafrost more sporadic
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Figure 2.5: Schemtaic horizontal distribution of permafrost occurence and thickness (Ballantyne [2017; Fig.
4.9).

(c.f. Ballantyne |2017; Osterkamp and Burn 2003} Huissteden 2020). Nevertheless, it is not only
the climate and temperature regime that determines the permafrost occurence and active layer
thickness, but also surface conditions, such as vegetation cover, topography, winter snow cover
and soil properties including the soil water content (c.f. Huissteden [2020). For example, snow
can act as an isolating layer, buffering the ground from cold winter temperatures and in summer,
vegetation can lead to shading (c.f. Osterkamp and Burn [2003).

Permafrost may develop where the MAGT is below 0°C, so that the energy budet at the surface
is negative. Seasonal frost may develop and resist summer thaw, so it can propagate downwards.
This permafrost aggradation can continue until the permafrost is in equilibrium with both surface
ground temperature and geothermal heat flux (c.f. Ballantyne 2017).

In terms of thermal regime, permafrost can be classified additionally. Equilibrium permafrost is
in equilibrium with the present surface temperature and geothermal heat flux. Relict permafrost
formed under colder conditions than today and can exist both in areas of today existing permafrost
as well as in areas where the ground temperature today would be too high for permafrost for-
mation. And past permafrost is ground with evidences for former permafrost, even though it is
completely absent today (French 2008; French and Shur 2010). This work will focus on past
permafrost.

Permafrost influences the surrounding environment not only when releasing greenhouse gases
while thawing (c.f. Chap. [I). On the one hand, permafrost is able to limit water movement and
groundwater storage to the active layer, especially, when the permafrost contains ice. This leads
to a generally high moisture content in the active layer during summer (Ballantyne 2017). On the
other hand, geomorphic features unique to permafrost areas may develop. Here, only a few of the
many different features can be introduced. Most of them, the cryoturbations, have in common that
they form under the influence of freezing and thawing processes, which cause deformations of the
soil layers (c.f. Harris et al. [2018). Osterkamp and Burn (2003)) name three principal geomorphic
features that are important in permafrost terrain. First pingos, that are hills containing massive ice
in their core (van Everdingen 2005) and polygons on the one side. Pingos develop when a body of
unfrozen ground within permafrost (a talik) contains water that freezes from the top downwards.
This freezing leads to an expansion and thus increases the pressure on the underlying water. Be-

cause the subjacent permafrost is impermeable, the ice is lifted and a mound on the surface can be
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2.2 Permafrost and Reconstruction Methods

formed (c.f. Osterkamp and Burn 2003 van Everdingen 2005)). Polygons are networks of troughs
and ridges that are often orthogonal in plan and range from five to fifty meters in diameter. Un-
der the troughs, wedge-shaped structures can be found, that consist of ice or sedimenents or both
(Ballantyne 2017)). They will be described later in detail. These two features both are associated
with permafrost aggradation. While thawing of the permafrost, thermokarst terrain develops on
the other side. It consists for example of lakes that form when ice in the permafrost melts, or of
mounds that develop from former polygons (Osterkamp and Burn 2003; van Everdingen [2005]).
Since these geomorphic features are associated with permafrost, they can act as proxies to identify
past permafrost(e.g. Vandenberghe et al. 2014; Harris et al. 2018). In the following section, the
focus will lie on the networks of wedge-shaped structures. These structures are named ice wedge,
sand wedge, or composite wedge, depending on the infill of the wedges. Ice-wedge pseudomorphs
are former ice wedges, where ice have been replaced with sediments after melting.

The basis of the wedge development is the thermal contraction cracking of the ground. When air
temperatures are very low in winter, the ground cools from the surface downwards and contracts.
This contraction is restricted, even stronger in (both sesaonally and perennially) frozen ground. In
this case, the tensile stress exerted because of the thermal contraction depends mainly on the rate
and magnitude of ground cooling. A slow cooling can be compensated through creeping of the soil
(Ballantyne [2017). However, when the tensile stress exceeds the tensile strength of the ground,
a thermal contraction crack evolve (c.f. Wolfe et al.[2018| and references therein). The maximum
cooling zone is assumed to be the zone of maximum thermal-contraction. As the cooling prop-
agates from the surface downwards, this zone is usually located in the near-surface layers (c.f.
Fortier and Allard |2005). Nonetheless, thermal contraction cracking can also propagate upwards:
When there is already a weak point in the ground, possibly as a result of a preceding crack, the
tensile strength is reduced in the deeper ground and can be overcome more easily (Lachenbruch
1962; Matsuoka et al.[2018).

There is much ongoing research aiming for conditions and thresholds under which thermal con-
traction cracking is possible to occur (c.f. e.g. Matsuoka et al. 2018 Wolfe et al. [2018)). The
ground cooling rate is accepted to be an important factor (Fortier and Allard 2005} Lachenbruch
1962; Wolfe et al. 2018)) and it was found that the mean annual air temperature (MAAT)) should be
close to 0°C (c.f. Bertran et al. 2014| and references therein). The occurence of thermal contrac-
tion cracking is more likely in cold regions with minimum snow cover, because of the isolating
effect of snow that can reduce the cooling (Matsuoka et al. [2018)). Usually threshold values are
derived from observations of active sites over several years. Kokelj et al. (2014) determined a
maximum ground surface temperature of —15°C together with a five-day average cooling rate of
0.5°C/day prior to the cracking. Others measured the temperature at the top of permafrost or at
1 m depth and the thermal gradient in the active layer (i.e. the temperature difference between
surface layer and at 1 meter depth) and derived thresholds for shallow cracking (7190 < —5°C, and
AT < —7°C/m) and for intensive deep cracking (T19p < —10°C, and AT < —10°C/m) (Matsuoka
et al. 2018)). Values for these variables differ slightly at different sites, which might reflect vary-
ing soil compositions (c.f. e.g. Ballantyne 2017} Fortier and Allard [2005; Matsuoka et al. 2018}
Murton 2007; Watanabe et al. 2013; Wolfe et al. 2018)). In very cold conditions, these thresholds
may be met in nearly every winter, so that thermal contraction cracking is equally common (c.f.

Matsuoka et al.[2018)). Under these conditions, ice or sand wedges may develop. The development
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Figure 2.6: Schematic of the different steps of ice wedge development. See text for explanations of the
different steps (Figure after Ballantyne 2017} Fig. 6.3).

of ice wedges and the related polygon is schematically depicted in Fig.[2.6] Starting point of the
development for both ice and sand wedges is the thermal contraction cracking within permafrost
during winter. An open crack may be filled with water in spring supplied from melting snow. In
autumn or winter the water freezes building an ice vein (c.f. Fig. 2.6]b). If this process is repeated
over many (not necessarily consecutive) years, adjacent ice veins may merge and the cracks widen
and deepen. This leads to the typical shape of a wedge. The melting and refreezing of ice in the
wedge cause ridges along their edges, because water increases its volume by 9% becoming ice
and the soil expands correspondingly (c.f. Ballantyne 2017; Osterkamp and Burn [2003; Matsuoka
et al.|2018; Huissteden 2020).

Where snowcover is limited, meltwater is less available. The thermal contraction cracks can de-
velop unimpedent, but may be infilled rather with aeolian sediments. Instead of ice veins, (pri-
mary) sand veins develop. The cracking may continue similarly, so that (primary) sand wedges
may form over the years. Wedges containing both ice and sediments are called composite wedges.
The term primary is used sometimes to highlight the main difference between a sand wedge and
an ice-wedge pseudomorph. The latter was originally an ice wedge as the name indicates. Over
the time and under warmer climatic conditions, the ice within the wedge melted and was replaced
by sediments. However, these sediments are only the secondary infill (Ballantyne 2017)).

Smaller sand wedges may occur in seasonally frozen ground (Andrieux et al. 2016} Bertran et al.
2014; Wolfe et al. [2018). Most active sand wedges (i.e. wedges that still crack in winter) occur
in permafrost areas with limited snow and vegetation cover, and with local sources of aeolian sed-
iments (Ballantyne [2017; Wolfe et al. 2018)). Ice wedges usually occur in continuous permafrost
terrain. Therefore, ice-wedge pseudomorphs (and sand wedges) are the most important features
to identify past permafrost (c.f. Ballantyne |2017; Matsuoka et al. 2018). Yet, the identification of
former permafrost from ice-wedge pseudomorphs is not straight forward. It is not always possible
to distinguish an ice-wedge pseudomorph from a relict composite wedge or a seasonal soil wedge.
Additionally, thermal contraction cracking is found today to occur in a mid-latitude climate with
only seasonal frost (Andrieux et al. [2016; Washburn [1963; Wolfe et al.|[2018)). Therefore, Wolfe
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2.2 Permafrost and Reconstruction Methods

et al. (2018) stated that “caution must be exercised when interpreting this suite of forms and infer-
ring paleoenvironments”, especially near the southern limits of former permafrost (c.f. Ballantyne
2017).

These difficulties are probably the reason for an ongoing debate of Late Pleistocene permafrost ex-
tent in Europe. Lots of ice-wedge pseudomorphs and sand wedges were discovered in France, that

can be associated to the Late Pleistocene and thus to the approximate period of the LGMl They
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Figure 2.7: Maps of permafrost occurence in Europe during the Late Pleistocene. (a) Reconstructed per-
mafrost border after Vandenberghe et al. 2014, figure from Ballantyne (2017); Fig. 16.11. (b)
Ice-wedge pseudomorph, sand and composite wedge occurence and reconstructed permafrost
border after Andrieux et al. (2018) (adapted after their Fig. 1).

are mapped in Fig. 2.7]b. Ice-wedge pseudomorphs (blue triangles in the figure) are widespread
in Northern France and do not extent farther south than 47.5° N. Relict sand wedges (orange tri-
angles) are more common between 47.5° N and 45° N with two locations of particularly frequent
occurence, one in the Loire Valley (Region B) and the other in Northern Aquitaine (Region C)
(Andrieux et al. [2016; Andrieux et al. 2018; Bertran et al. [2014). According to the general as-
sumption that these wedges form within permafrost, the boundaries of maximum extending per-
mafrost were estimated to be in mid-France for continuous and Southern France for discontinuos
permafrost (Vandenberghe et al. 2014). They are depicted in Fig.[2.7/a. However, they do not fall
precisely to the LGM] but to a time with even colder conditions (at about 31-24 ka), for which
Vandenberghe et al. (2014) introduced the term Last Permafrost Maximum (CPM)).

These boundaries were generally accepted, until the occurence of sand wedges within seasonally
frozen ground as described above got more into focus. The periglacial features in France were
analyzed in detail by Bertran et al. (2014)), Andrieux et al. (2016)), and Andrieux et al. (2018)).
Based on the almost exclusive presence of sand wedges south of 47.5° N, they inferred that the
conditions during the Late Pleistocene did not allow large ice-wedges to grow. Moreover, they
found a correlation between the depth (and the width) of the sand wedges and the latitude of their
occurence. This lead to the conclusion that the sand wedges developed in the southern limit of the

area affected by thermal contraction and thus in deep seasonal ground or sporadic discontinuous
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permafrost (Andrieux et al. 2016) and that “France has probably never been affected by continu-
ous permafrost”(Andrieux et al. 2016). The boundaries Andrieux et al. (2018)) suggested instead
are depicted in Fig. [2.7]b.

Andrieux et al. (2018) mention a study on groundwater recharge of deep aquifers that support
their recent permafrost boundaries (Jirakova et al.[2011). It is shown that aquifers in Northeastern
France were not recharged between 30 and 19 ka, whereas this is not the case in regions of the Paris
Basin and Northern Aquitaine. Permafrost occurence in the regions with continuous recharging is

thus even less likely.

Multiple attempts have been made to infer permafrost occurence from climate model data. The
concepts vary from rough estimates with many simplifications to sophisticated permafrost models
which require a considerable amount of computational capacity. In the following section, some of
the approaches will be introduced.

Liu and Jiang (2016b) distinguish direct and indirect methods, where the direct methods use the
fact that permafrost is defined solely on the basis of soil temperatures. It is thus possible, to sim-
ply take the modeled soil temperature and diagnose permafrost where temperatures are below 0°C.
Approaches differ slightly in the considered depth. Slater and Lawrence (2013) propose to take
the at some depth (they use temperatures at 3.5 m depth). Others analyse the temperature
at different depths separately and infer permafrost where the mean temperature of the soil layers
is at or below 0°C in any layer (Liu and Jiang 2016aj Liu and Jiang |2016b} Saito et al.[2013).
Indirect approaches are often used when the climate model output does not contain soil temper-
atures as it was the case before PMIP3 (c.f. Saito et al.[2013). The most simple indirect method
is to investigate the aboveground mean annual air temperature (MAAT). Threshold values are de-
rived from study sites with present-day permafrost. Continuous permafrost is inferred for regions
with[MAATI < —8°C, and discontinuous permafrost requires[MAAT < —4°C (c.f. Vandenberghe
et al. (2012) and Tab. 2.1). The values deviate slightly for different soil types. In fine grained
soils, such as loess, permafrost might develop under less cold conditions than required for coarse-
grained sand or gravel (Renssen and Vandenberghe [2003). Furthermore, the effects of snow and
vegetation cover on the soil temperature can not be regarded with the air temperature. To allow for
these uncertainties, an error bar of £2°C for both continuous and discontinuous limiting values

is included (Vandenberghe et al. 2012). Among others, this method was used by Liu and Jiang

Table 2.1: Threshold values of the different parameters (MAAT, [EIMTT], and to infer ground freezing
conditions after Vandenberghe et al. (2012), Frauenfeld et al. (2007)), and Nelson and Outcalt
(1987). The abbreviations for the diagnose are as follows: CP for Continuous permafrost, DP for
Discontinuous permafrost, SP for Sporadic permafrost, SFG for seasonal frozen ground and N
for no freezing or no permafrost.

Diagnose MAAT FI/TI SFI
Cp MAAT = —842°C TI < 0.9FI - 2300 SFI > 0.67
DP MAAT = —442°C | 0.9FI - 2300 < TI < 2.4FI - 3300 | 0.6 < SFI < 0.67
SP 0.5 < SFI<0.6
SFG 2.4F1 - 3300 < TI
N MAAT > 0°C FI=0 SFI < 0.5
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(20164a) to investigate permafrost occurence in China during the Last Glaciation.

Several more sophisticated methods have been developed, all on the basis of surface air tem-
peratures. It is possible to use the Freezing Index (EI) and Thawing Index (TI). These are the
cumulative daily air temperatures below or above 0°C, respectively. Comparison of both indices
provide an estimate of permafrost occurence (Frauenfeld et al. 2007} Saito et al.|2013). The exact
values are given in Tab. [2.1] Based on these values, Nelson and Outcalt (1987) developed two
additional indices. First the Air Frost Number (B), which is defined as

I
C VEL+ VT

The Air Frost Number was extended to account for snow cover effects. The resulting Surface
Frost Index (SEI) is calculated according to Eq. (2.1I), but with an adapted Freezing Index. The

absolute values of actual air temperature below 0°C that have to be summed up for the [FIl are

2.1

reduced according to an estimated snow thickness. Both [ and [SFT| are defined between zero and
one. The corresponding values for permafrost occurence can be found in Tab.

The Surface Frost Number is well established and was used in several studies, with only minor
changes of the original method. For example, monthly model output was used instead of summing
up daily air temperatures (c.f. Frauenfeld et al. 2007; Liu and Jiang 2016b). Slater and Lawrence
(2013) weighted the snow depth for each month to consider snow accumulation effects and Stendel
and Christensen (2002) replaced the surface air temperature with the temperature of the deepest
soil layer.

Selected approaches will be applied to the climate model data analysed in this study. The results

will be compared with the previously introduced proxy-based permafrost extent that is depicted in

Fig.[2.7]b.
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3 Models and Data

In this study, we use two Global Climate Models (GCMk) as forcing models for the regional simu-
lations: the Max-Planck-Institute Earth System Model and the ECHAM6-FESOM
model. The was developed by the Max-Planck-Institute for Meteorology
(MPI=M). It consists of four submodels and the Ocean Atmosphere Sea Ice Soil (QASIS) coupler
in its third generation (Jungclaus et al. [2013)). The submodels cover different components of the
climate system: ECHAMS6 (Stevens et al. represents the atmosphere, MPIOM (Marsland et
al.[2003) the ocean, HAMOCC (Ilyina et al.2013) the biogeochemistry of the ocean, and JSBACH
(Reick et al.2013)) represents the terrestial biosphere and thus the lower boundary conditions over

land. A schematic depiction can be found in Fig. 3.1} This model has been used in the Coupled

_—_

JSBACH

HAMOCC MPIOM

MPI-ESM

Figure 3.1: Schematic depiction of the different components of the[MPI-ESMImodel (Giorgetta et al. 2013
Fig. 1).

Model Intercomparison Project - Phase 5 (Taylor et al. 2012; Jungclaus et al. [2013)) and
is currently participating in its sixth phase (Kageyama et al.2020).

The atmospheric component ECHAMG is a general circulation model. In the beginning it was used
operationally by the European Centre for Medium-Range Weather Forecasts and was
developed further by the MPI-M|in Hamburg. Its name is a combination of both contributers, EC
+ HAM. This model already exists in its sixth generation and is a spectral atmospheric model that
combines diabatic processes and large-scale circulations (Stevens et al. 2013). The general circu-
lation model for the ocean solves the primitive equations with the hydrostatic and the Boussinesq
assumptions and contains a dynamic and thermodynamic sea ice model (Marsland et al. 2003).
The version of the MPI-ESM]used in this study is the MPI-ESMI-P, in which the model is adapted

17



3 Models and Data

for paleosimulations. These are not only simulations of the but also of the Mid-Holocene,
and the last millenium within the framework of [CMIPI5 and the - Phase 3 (Braconnot et
al. 2012). The configuration is almost identical to that of the at a lower resolution
[MPI-ESMILR: The atmospheric model ECHAMG6 operates at a resolution of T63 (triangular trun-
cation at wave number 63), L47. This means an approximate resolution of 1.875° on a Gaussian
grid with 47 vertical levels, which represent the atmosphere up to 0.01 hPa (Jungclaus et al. [2013).
The ocean component runs at a resolution of GR15 (grid resolution of 1.5°), L40. The[MPI-ESM}-P
only deviates from the MPI-ESMILR regarding vegetation and orbital parameter settings: Instead
of a dynamical vegetation and land-use module, the paleo version of this model uses a globally
prescribed sequence of vegetation and land-use (c.f. Pongratz et al. 2008)) and the orbital param-
eters are also prescribed rather than calculated within the simulations (c.f. Jungclaus et al. 2013}
Giorgetta et al.[2013)).

The other global climate model used in this study, is the ECHAM6-FESOM model. It consists
of an atmospheric and an ocean model. The atmospheric model is the same as implemented in
the ECHAMG in its low resolution as in the MPI-ESMIP model. The land surface
model JSBACH is also included and the ocean is represented by the Finite Element Sea ice-Ocean
Model (FESOM) in its version 1.4 (Danilov et al. [2004; Wang et al. 2014). They are coupled
every six hours via the [DASISB-Model Coupling Toolkit coupler (Valcke 2013). and its
coupling to ECHAMG6 was developed at the Alfred Wegener Institute (AWI), Helmholtz Centre
for Polar and Marine Research in Bremerhaven, Germany. is the first ocean general
circulation model that uses unstructured meshes, which means, that the grid can contain several
different shaped and sized boxes (in the case of triangular surface grids (c.f. Rackow
et al. |2018)). Thus, the resolution can vary within one simulation (Wang et al. 2014). This is
an advantage, because it allows to enhance the horizontal resolution solely in dynamically active
regions and to keep a lower resolution elsewhere. In a regular mesh, it would be necessary to
increase the resolution globally, which would increase the computational costs considerably (c.f.
Sidorenko et al.2015). All global climate models participating in[CMIP|5 are realized in only one
resolution at a time. This is an established approach, but according to Rackow et al. (2018), typical
biases for these models exist. Reasons may lie in a too coarse resolution in key regions. Although
this is the first global model using an unstructured grid for its ocean component, studies state that
ECHAMO6-FESOM “can be considered a ‘state-of-the-art’” global coupled climate model” (Rackow
et al.[2018]) and that it “performs at least as well as some of the most sophisticated climate models
participating in the fifth phase of the Coupled Model Intercomparison Project” (Sidorenko et al.
2015). Under the name of AWI-ESM, it currently participates in the [CMIPI6/PMIPI4 (Rackow
et al. 2018; Semmler et al. 2020).

The forcing simulations of the model are performed within the framework of [PMIPI3.
Even though the EC6H model did not take part in this project, the simulations used for the present
study are set up accordingly: The relevant steady state time slice experiments with constant forcing
for the are defined in the PMIPI3 “21 ka - Last Glacial Maximum” experimentﬂ (Braconnot
et al. 2012). The boundary conditions and model parameters are set according to best estimates

of the conditions during the [LGM| For instance, the coastlines are adapted to the lower sea levels,

Uhttp://pmip3.1sce.ipsl.fr/
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and the ice sheets are extended. For this purpose, the ice sheet data ICE-6G (Peltier et al. [2015),
Australian National University Ice Model (Lambeck et al. 2002; Lambeck and Chappell [2001),
and GLAC-1 (Tarasov and Peltier 2003}, Tarasov and Peltier 2002) are blended, since there are un-
certainties in each reconstruction which are reduced by using the mean of all three reconstructions
(c.f. Braconnot et al. [2012). Moreover, the orbital parameters and the greenhouse gas concentra-
tions are set to values reasonable for the LGMl

Apart from the [LGM] simulations, Pre-Industrial (PI) control runs are conducted within PMIP 3.
These control runs aim to simulate the climate under pre-industrial conditions with a constant
forcing. The model output can thus be compared to present-day climate conditions and reanalyses.
Moreover, proxy data reflecting past climate conditions is sometimes only available as differences
from today, since calibration cannot be ensured. It is therefore important to also compute these
differences with the model in order to be able to compare observational and model data.
Comparison of output and proxy data is challenging, for many reasons, besides calibration.
The resolutions of global models are relatively coarse, whereas proxy data mostly is on a local
scale. There are several ways to overcome this lack of spatial resolution. On a statistical basis, it is
possible to upscale the proxy data or to downscale the climate model output. Both methods have
to be calibrated with observations, which are available only on short periods. Moreover, one has
to assume stationarity, which might not be given (c.f. Ludwig et al. 2019). The other way is the
dynamical downscaling of the global climate model output. In order to achieve a higher horizon-
tal and vertical resolution, a climate simulation for a smaller domain is created with a Regional

Climate Model. This type of models takes global model output at its boundaries as forcing. It

External Data Sources WREF Preprocessing System WRF model

Static
Geographical geogrid
Data

metgrid
Gridded

Meteorological
Data

Figure 3.2: Schematic depiction of the[WRF model (adapted after Skamarock et al.[2008; Fig. 5.1).

then explicitly resolves physical processes that are relevant on regional or local scales. Thus, less
parametrization is necessary compared to[GCMk. According to (c.f. Ludwig et al.2019), “regional
climate modeling bridges the gap between the coarse resolution of current global climate models
and the regional-to-local scales”. Still, model biases usually remain, either from the itself

or introduced from the driving global models.

The Weather Research and Forecast (WRF) model is used in this study for dynamical downscaling
of the coarse data. It is a numerical weather prediction model with both operational and
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research applications on several different scales, varying from large-eddy to global simulations
(Skamarock et al. [2008). It consists of the WRF Preprocessing System and the WRF Software
Framework (c.f. Fig. [3.2] for a schematic depiction). The WRF Preprocessing System (WPS)
needs external data as input that provide information on the domain (such as domain boundaries,
orography and land use) and on the meteorological fields. Both are processed by the programs
geogrid and ungrib, respectively and then merged by the program metgrid. The files created by
metgrid are then parsed to the main [WRH model. The program real generates the initial and
boundary fields, which are then used by the program wrf. The latter is the core of the[WRE model

and contains for example the dynamic solvers and the physics packages (c.f. Skamarock et al.

2008).

Table 3.1: Orbital parameters and trace gas concentrations for the WRF LGM simulations, based on the
PMIP3 protocol. Values of pre-industrial (PI) conditions for comparison.

Eccentricity | Obliquity | Angular Precession CO, N,O CHy
LGM 0.01899 22.949° 114.42 185 ppm | 200 ppb | 350 ppb
PI 0.01672 23.446° 102.04 280 ppm | 270 ppb | 760 ppb

In the present study, the[WRF model is used in version 4.1.2 and with Polar-WRF extensions. The
latter considers sea ice variability provided by the global forcing models. Furthermore, the model
is adapted to the LGMIconditions. The adaption includes modified coastlines due to a lowered sea
level, as well as modified trace gas conditions and orbital parameters. The implemented values
are listed in Tab. [3.1] The model domains are depicted in Fig.[3.3] The first domain covers large

50N 2"
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Figure 3.3:[WRH model domains with coastlines (red lines) and ice sheet extent (pink lines). (a)
Domain 1 with 50 km grid spacing, (b) Domain 2 with 12.5 km grid spacing.

parts of Europe with a horizontal resolution of 50 km and 35 vertical layers up to 150 hPa. The in-
tegration time step is 240 seconds. The second, nested, domain covers parts of the Fennoscandian
Ice Sheet (FIS), the Alps, and especially France, with is the region of interest regarding the LGM]
permafrost border. Its horizontal resolution is 12.5 km and the integration time step is 48 seconds.
The full set of chosen phyiscal parametrization schemes and their references are listed in Tab. 3.2}
The complete settings can be found in the appended namelists (c.f. Appendix, section [B).
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Data of the atmospheric boundary conditions (six-hourly updated) and SST and sea ice cover
(daily updated) from the global simulations by the MPI-ESM}P and by the [EC6F model are used
for the dynamical downscaling. With the WRH model, 32 years are simulated with data of each
forcing model. The first two years are used as a spin-up and are excluded from further analysis.

This way it is ensured, that the atmosphere and soil properties and processes are in equilibrium.

Table 3.2: Physical parametrization schemes used for the regional simulations.

WRF-namelist option | Scheme and Reference

Micro Physics mp_physics =4 WREF Single-moment 5-class Scheme
Hong et al. 2004

Radiation ra_sw_physics = 4 rrtmg scheme

ra_lw_physics =4 Tacono et al. 2008

Surface Layer sf_sfclay_physics=1 | Revised MM5 Monin-Obukhov scheme
Jiménez et al. 2012

Land Surface sf_surface_physics =2 | unified Noah Land Surface Model
Tewari et al. 2004

Planetary Boundary Layer | bl_pbl_physics =1 Yonsei University Scheme (YSU scheme)
Hong et al. 2006

Cumulus Parametrization | cu_physics = 1 Kain-Fritsch Scheme
Kain 2004
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4 Resulis

In this chapter the results of this study will be presented in three parts. First, the climate of the
global forcing model simulations will be analyzed, followed by their regional counterpart. The
third part addresses the reconstruction of permafrost and ground cracking regions based on the

simulations analyzed beforehand.

4.1 Climate of the Global Forcing Model Simulations

In the following section, the characteristics of the global climate model simulations introduced
in the previous chapter (Chap. [3) will be analyzed. The [LGM] simulations of the MPI-ESM-P
(henceforth MPI) and the ECHAMG6-FESOM (henceforth[EC6E) act as drivers for regional climate
model simulations with WREF. It is important to investigate the climatic mean state and possible
biases of the global projections in order to be able to interpret the regional simulations accurately.
Not only the [LGM] simulations of the two global climate models, but also the respective pre-
industrial (PI) control runs are considered in this chapter. The simulations are abbreviated as
followed: MPI-PI for the MPI simulations under PI conditions, MPI-LGM for the simulations
under LGM conditions, and EC6E-PI and [EC6F-L.GM accordingly.

Although global simulations were performed, only a part of the Northern Hemisphere centered
around the North Atlantic is depicted and analyzed with emphasis on Europe. The analysis is
focused on the main differences between the [LGM]|and the [PIlcontrol run within the models as well
as on the inter-model comparison for both simulations for the following climate variables:
sea ice fraction (SIC), wind speed at 300 hPa and 10 m, total precipitation, and 2 m air temperature
in annual and seasonal means.

Beforehand, 30 years of ERAS reanalysis data for Europe (1980 - 2009) (Copernicus Climate
Change Service (C3S)[2017) are used to compare the 2 m air temperature and total precipitation as
simulated under[PIlconditions with the reanalysis data. There is no reanalysis data of pre-industrial
times available to compare with, so the values might deviate. Nevertheless, the comparison in
Fig.[4.T]and Fig.[4.2]can give an impression whether the simulations reflect the right order of mag-
nitude.

The simulated 2 m air temperature distributions under PI conditions are very similar over Europe
and only deviate stronger over the North Atlantic, where the MPI-PI is colder (c.f. Fig. [4.1]b and
c). Overall the simulations seem to be consistent with the reanalysis data (c.f. Fig. @d.1]d and e),
despite the tendency towards lower temperatures in the simulations. It seems likely that this is
already a signal of climate change in the ERAS data. Temperature deviations are highest in the
polar region, which is in accordance with the phenomenon of polar amplification of climate warm-
ing (c.f. Screen and Simmonds [2010). Furthermore, the temperature differences over the North

Atlantic might arise from a warmer ocean in the ERAS data and do not necessarily suggest too
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Figure 4.1: Comparison of annual mean 2 m air temperature (in °C). Absolute values of ERAS5 reanalysis
data (a), MPI-PI simulation (b), and [EC6E-PI simulation (c), and differences between ERAS5
and MPI-PI (d), as well as between ERAS and[EC6E-PI (e).

cold PI simulations of the models.

There is a high precipitation amount over the North Atlantic in all three data sets. Values in[EC6E-
PI are in overall agreement with the ERAS precipitation data, with a slight deviation towards too
less precipitation in the simulation. However, the precipitation in the MPI-PI simulation is partly
overestimated.

Focusing on Europe, both simulations show four areas of enhanced precipitation, that are in accor-
dance with the reanalysis data: over the Alps, at the northwestern edge of the Iberian Peninsula,
over Southern Norway, and over Ireland and Northern Great Britain. Only there, annual mean
precipitation exceed values of 2-3 mm/day in the reanalysis data. This is, however, not captured
by the global climate models. Even the drier [EC6F-PI simulation show slightly more precipitation
in annual mean and the MPI-PI precipitation deviates again more from the ERAS data.

As described in the previous chapter, the two global climate models consist of the same atmo-
spheric and land surface components, but differ in the ocean submodel. Therefore, the analysis is
started with the SST distribution. The[SSTk are colder under LGM boundary conditions compared
to the simulations under PI conditions, as expected (c.f. Fig.[#.3]a and b). For the[MPI=ESMImodel,
the differences are especially large in the Eastern Arctic Ocean, but they even change in sign for a
region in the North Atlantic. This does not agree with proxy data (c.f. MARGO Project Members
2009) and is a known issue for this and other PMIPB models (c.f. Wang et al. Ludwig et al.
2016; Ludwig et al. 2017). The [EC6H simulations do not show this warmer pattern of the North
Atlantic and the[SSTk are colder throughout the region of interest. The largest differences of about
—7°C can be found in the North Atlantic off the coast of North America. The Arctic Ocean varies
only by 1 to 3°C towards a colder LGM-SSTs.
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Figure 4.2: Comparison of annual mean precipitation (in mm/day). Absolute values of ERAS reanalysis
data (a), MIP-PI simulation (), and [ECGEPI simulation (c), and differences between ERA5
and MPI-PI (d), as well as between ERA5 and [ECGE-PI (e).

Figure 4.3: Distribution of SSTs in annual mean (in °C). (a) Differences of the SST distribution between
MPI-LGM minus MPI-PL. (b) as (a) but for the [EC6H model simulations. (c) Differences of the
SST distribution between [EC6H-PI minus MPI-PI. (d) as (c) but for LGM simulations.

The Gulf Stream in the EC6F-PI simulation is shifted to the north, which explains the differences
in the SST distribution off the coast of North America (c.f. Fig.[4.3|c). Apart from that region, the
[ECGEHPI simulation shows slightly colder[SSTk than the MPI-PI simulation (c.f. Fig. F.3|c).

Differences between the two LGM simulations as depicted in Fig. .3|d are largest in the Arctic
Ocean and in the North Atlantic. In the Arctic Ocean, the SSTs in the EC6E-L.GM simulation are

considerably higher than in the MPI-LGM simulation. Differences of similar magnitude, but with
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opposite sign can be found in the North Atlantic due to the above described warmer pattern of the
MPI-LGM simulation. These two patterns are visible in each season, but with different magni-
tudes: In winter and spring, temperatures of the North Atlantic show largest deviations between
and [EC6H, whereas in autumn and especially in summer the EC6Fs’ Arctic Ocean is
warmer than that of the MPIEESM] simulation (not shown).

Differences in the Arctic Ocean can be explained with the Sea Ice Distribution (c.f. Fig. {.4).
There is more sea ice in the colder climate of the [LGM] simulations in the North Atlantic than
under [P condition. Only in the [EC6H simulations there is little less sea ice near Spitsbergen dur-
ing the than under PI conditions. Apart from smaller differences at the ice sheet edges, the
SIC is similar in the [PIlsimulations of the two models (c.f. Fig.[#.4]c). Differences are greater for
simulations of the climate (c.f. Fig. f.4]d). Particularly, the sea ice fraction in the Arctic
Ocean is up to 70 % smaller in the [EC6E-LGM simulation than in the MPI-LGM simulation. This
also holds for each season. Only the structure of the pattern in the North Atlantic varies. This
structure of differences in is consistent with the in the Arctic Ocean, where less sea ice
corresponds to higher [SSTk.
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Figure 4.4: Distribution of SIC in annual mean (in fractions). (a) Differences of the SIC distribution be-
tween MPI-LGM minus MPI-PI. (b) as (a) but for the EC6F model simulations. (c) Differences
of the SIC distribution between [EC6H-PI minus MPI-PI. (d) as (c) but for LGM simulations.

Absolute patterns of the Sea Ice Fraction during the show an almost completely frozen
Arctic Ocean during winter and spring seasons in the MPI-LGM simulation (c.f. Fig. 4.3)a and
¢). Summer and autumn do not contain as much sea ice, but the Arctic Ocean is still notably
ice-covered. Bringing the [EC6H simulations into focus, the ice-free Arctic Ocean in summer and
autumn attracts attention (c.f. Fig. f.5|f and h). During winter and spring, the Arctic Ocean is
partly ice-covered but far from being frozen completely.

The analysis of wind speed at 300 hPa gives insights into the jet structure and strength. Both
models show a stronger jet with mean annual wind speeds of up to 45 m/s under condi-
tions compared to the simulations under [PI conditions (c.f. Fig. @.6]a and b). Especially over the
North Atlantic, south-eastward of the the wind speed is up to 14 m/s higher in annual mean.
North- and southward of the jet, the wind speed is around 2-4 m/s weaker during the Even
though the values of the differences are quite similar for both models, the structure is not: For
the simulations, the jet is narrower and deflected to the north. It reaches Europe at the
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Figure 4.5: Distribution of SIC in seasonal means with LGM boundary conditions. Left column MPI-LGM
SIC distribution and right column[EC6B-1.GM SIC distribution in winter (a and b, respectively),
in spring (¢ and d, respectively), in summer (e and f, respectively), and in autumn (g and A,
respectively).
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Figure 4.6: Distribution of wind speed in 300 hPa in annual mean (in m/s). (a) Differences of the wind speed
in 300 hPa between MPI-LGM minus MPI-PI. () as (a) but for the EC6H model simulations.
(c) Differences of the wind speed in 300 hPa between [EC6H-PI minus MPI-PL. (d) as (c) but for
LGM simulations.

latitude of Ireland. Wind speeds over the are similar in the MPI-LGM and the MPI-PI simu-
lations, or slightly higher. The region of weaker wind speeds southward of the jet position is also
deflected to the north and ends in front of the Iberian Peninsula and Africa, where again stronger
winds can be found in the LGM] simulation, especially over the Mediterranean. The structure of
the wind speed differences in the [EC6H simulations is more zonally. This is true at the jet position,
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which approaches Europe at the latitude of the Iberian Peninsula and France and penetrades farther
into the continent. The same is true for the slightly lower wind speeds southward, which continue
over Africa and the Arabian Pensinsula. Over the wind speeds are almost similar or slightly
lower during the LGMl

Comparing the two models, evidently, the model simulates weaker winds at 300 hPa than

[ms]
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Figure 4.7: Distribution of the wind speed in 300 hPa in seasonal means with LGM boundary conditions.
Left column MPI-LGM distribution and right column [EC6F-L.GM distribution in winter (a and
b, respectively), in spring (¢ and d, respectively), in summer (e and f, respectively), and in
autumn (g and A, respectively).

the MPI-ESMI model under both [PIland [LGM] conditions (c.f. Fig. #.6|c and d). For the [PIlsimula-
tions, there are two regions with weaker wind speeds of up to 10 m/s, one over the North Atlantic
off Greenland and Iceland, and one region off the Iberian Peninsula and the northern coastline of
the Mediterranean. For the simulations under LGM conditions, the general picture stays the same.
However, the differences are greater and the two structures with weaker wind speeds are shifted.
The northern structure is centered around Iceland and reaches the The southern structure is
shifted farther south and a little to the west. Strongest deviations are over North Africa.

In both models, the jet stream is strongest in winter. During this season a pronounced subtropical
jet can also be observed. The MPI-LGM simulation yields a less condensed jet stream in all sea-
sons (c.f. Fig. [4.7). Almost the whole North Atlantic experiences higher wind speeds of at least
20 m/s and up to 55 m/s. In summer, the jet is weakest in both models and meanders over the North

Atlantic and Europe.
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4.1 Climate of the Global Forcing Model Simulations

Figure 4.8: Distribution of wind speed in 10 m in annual mean (in m/s). (a) Differences of the wind speed
in 10 m between MPI-LGM minus MPI-PI. () as (a) but for the [EC6H model simulations. (c)
Differences of the wind speed in 10 m between [EC6H-PI minus MPI-PL. (d) as (c) but for LGM
simulations.

The wind speed in 10 m is broadly similar under[LGM]and [Pl conditions in the simulations of the
[MPI-ESM| model (c.f. Fig. A.8]a). The wind speed is slightly higher over the North Atlantic and
the Mediterranean as well as over some regions over the and the At the eastern coast
of America and at the ice sheet edges, as well as over today’s North Sea, wind speed is lower
under[LGMIconditions. The North Sea did not exist during the[LGM] because of a lower sea level.
Further, the land was partly covered by the The lower wind speeds in this region can also
be observed in the [EC6H simulations, but the differences there are less pronounced. In the
simulations, the surface wind speed is generally higher under LGM] than under [Pl conditions, es-
pecially at the northern and eastern ice sheet edges (c.f. Fig. [4.8]b).

In both [PIl and [LGM] simulations, the [EC6H simulations show weaker surface wind speeds com-
pared to the simulations over the North Atlantic and most parts of Europe and North
America (c.f. Fig. @lc and d). At the eastern coast of Greenland, the wind at 10 m is stronger in
the [ECO6F-L.GM simulation in the annual mean, but also in all seasons. This might be linked to the
slightly different implemented ice sheet between the two models. In winter, the difference over
the North Atlantic is strongest. When looking at the absolute wind speeds for both models that are

depicted in Fig. 1.9] the reason for the differences becomes clear. There is an extensive area with

12 3 4 5 6 7 8 9 10 11 12 13 14

Figure 4.9: Distribution of the wind speed in 10 m in seasonal mean for winter with LGM boundary condi-
tions. (a) MPI-LGM simulation and () [EC6E-LGM simulation.
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high wind speeds over the North Atlantic in the MPI-LGM simulation, similar to the widespread
jet. In contrast, the jet in the [EC6H model simulations is more condensed to a latitudinal band
corresponding to the structure of the wind speed in 10 m. In both simulations the surface wind
speed is reduced over land due to a higher surface roughness.

Not only the wind speed of the surface wind is influenced by the jet, but also its direction. The
atmospheric flow can be investigated by a Circulation Weather Type (CWT)) approach (Jones et al.
that was first applied to [LGM] simulations by Ludwig et al. (2016). With this approach,
the atmospheric flow is classified into eight different [CWTk, namely northeast (NE), east (N),
southeast (SE), south (S), southwest (SW), west (W), northwest (NW), north (N), cyclonic (C),
and anticyclonic (A). Fig. f.10] shows the frequency of each weather type for the MPI-LGM and
the [EC6E-LGM simulation for two arbitrarily chosen locations, one in Northern France (48°N,
5°E) and one near the ice sheet edge (52°N, 10°E). In both global climate model simulations, the
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Figure 4.10: CWT frequencies of two different locations, 48°N, 5°E (a) and 52°N, 10°E (b), for both
the MPI-LGM and the [EC6E-LGM simulations (adapted after Ludwig et al. Credits
to Patrick Ludwig).

cyclonic weather type is prevailing, with a higher frequency in the [EC6E-LGM simulation. The
westerly flow is more dominant in the[EC6F-L.GM simulation, especially in Northern France. The
westerly occur second most often, implying a stronger influence from the North Atlantic.
In the MPI-LGM simulation, the westerly are less often, but easterly (northeasterly over
Northern France; southeasterly near the ice sheet edge) winds are dominant. This suggests a more
continental climate influence by the [FIS] rather than by the North Atlantic as in [ EC6H

These differences in the circulation are also reflected in the precipitation patterns. Overall the cli-
matic conditions were drier under LGM] than under [PIl conditions (c.f. Fig.[#.11]a and b). Despite
a region off Greenland and the Southern Iberian Peninsula, the MPI-LGM simulation shows less
precipitation over the North Atlantic and Europe, als well as over the regions covered by large ice
sheets during the LGMI than the MPI-PI simulation does over Europe. This corresponds well with
the prevailing northerly and northeasterly weather types simulated by the MPIEESML The pre-
cipitation distribution simulated by the is similar or slightly wetter under LGM] conditions
in America, Southern Europe, and the southern parts of the but overall drier over the North

Atlantic and over most parts of the ice sheets. Nevertheless, these regions are still drier than in the
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Figure 4.11: Distribution of the total precipitation in annual mean (in m/s). (a) Differences of the total
precipitation between MPI-LGM minus MPI-PL (b) as (a) but for the[EC6Hmodel simulations.
(c) Differences of the total precipitation between [EC6H-PI minus MPI-PL. (d) as (c) but for
LGM simulations.

simulations, when comparing the two model simulations under[PIland LGMIconditions
separately (c.f. Fig. d.TT]c and d). In general, the simulations are drier, especially over the
North Atlantic.

Under [LGM] conditions, the EC6H model simulations show more precipitation over the ice sheets,
but less elsewhere in annual mean (c.f. Fig.d.T1]d). Both models show more precipitation in
autumn and winter than in spring and summer. Neglecting the Intertropical Convergence Zone
(ITCZ)), most of the precipitation in the MPI-LGM simulation is carried out over the North At-
lantic (c.f. Fig. @.12). In autumn and winter, there is also some precipitation over the region of
the Mediterranean and the Iberian Peninsula. These patterns are shifted northward in spring and
summer. Despite the more cyclonic and westlerly atmospheric flow, total precipitation is less in
the [EC6E-LLGM simulation. This result is in accordance with the reduced wind speed in both
300 hPa and in 10 m. Compared to the MPI-LGM simulation, the precipitation patterns are shifted
northward, and the Mediterranean almost gets no precipitation.

Comparison with proxy data from Bartlein et al. demonstrate poor agreement of the simu-
lated LGM minus PI differences with the reconstructed estimates (c.f. Tab.[d.I). The magnitude of
the changes is not reached in any location where proxy data is available. Only at two locations, the
simulated precipitation differences are within two times the standard error of reconstruction. The
simulations lack to accurately describe the magnitude of differences, but the direction
towards less precipitation under LGM conditions is reproduced correctly. For the EC6H simula-
tions, this is not the case. Even though there is less precipitation compared to both MPIEESM]
simulations, the precipitation amount increases from PI to LGM conditions in the [EC6H model
simulations.

Fig.[#.13]shows the surface air tempature differences of the simulations in annual mean. Compar-
ing the [PIl simulations of the two models, major discrepancies are located in the North Atlantic’s
Gulf Stream regions off the coast of North America as well es farther north over East Canada and
the Hudson Bay towards a warmer [EC6H-PI simulation, also in agreement with the [SST distribu-

31



4 Results

Figure 4.12: Distribution of the total precipitation in seasonal means with LGM boundary conditions. Left
column MPI-LGM precipitation distribution and right column [EC6FL.GM precipitation dis-
tribution in winter (a and b, respectively), in spring (¢ and d, respectively), in summer (e and
£, respectively), and in autumn (g and 4, respectively).
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Figure 4.13: Distribution of the 2 m air temperature in annual mean (in m/s). (a) Differences of the 2 m air
temperature between MPI-LGM minus MPI-PL. (b) as (a) but for the[EC6H model simulations.
(c) Differences of the 2m air temperature between [EC6H-PI minus MPI-PL. (d) as (c) but for
LGM simulations.
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Table 4.1: Proxy and model output data for change of LGM mean annual precipitation (A MAP at consid-
ered grid points and standard error of the reconstruction (SE MAP) as given by Bartlein et al.
(2011). Dark green shading: modeled precipitation change within standard error estimates. Mid-
green: modeled precipitation change within 1.5 times standard error of estimates. Light green:
modeled precipitation change within 2 times standard error of estimates. Mean precipitation
changes are given in bottom row. All precipitation values given in mm/year (Table adapted after
Ludwig et al.[2016, their Tab. S5).

[Bartlein et al., 2011] | MPLI-ESM | EC6F
Lat | Lon | AMAP | SEMAT | AMAP | AMAP
43N | TW | -653 178 2 21
37N | 3W | -96 69 11 10
43N | IW | -500 52 -30 0
43N | 3E | -327 87 -7 8
45N | 3E | -385 113 18 7
45N | 5E | -360 98 15 17
47N | TE | -440 114 22 13
43N | 1IE | -369 98 3 9
4IN | 13E | -427 99 -10 6
4IN | I5E | -200 111 -16 10
39N | 21E | -532 175 12 12
4IN | 21E | -240 103 -8 15
39N | 23E | -246 87 2 4
49N | 27E | -206 46 11 9
-356 102 -10 8

tion (c.f. Fig. [.1)and Fig.d.13|c). In contrast, lower temperatures in the EC6F-PI simulation can
be found over Western Canada and most of the Arctic Ocean except the Gulff Strean regions.

Both models show significant colder temperatures under [LGM] than under [PIl conditions almost
everywhere in the annual mean (c.f. Fig. f.13]a and b). Highest deviations can be found in North
America and Northern Europe at the LGM positions of the Laurentide and Fennoscandian Ice
Sheets. A small area over the North Atlantic is slightly warmer in the MPI-LGM simulation than
in the MPI-PI simulation. This is in agreement with the above described[SSTIdistribution. Accord-
ingly, the [EC6H simulations do not show this feature. Therefore, the 2 m air temperatures in this
region are lower in the EC6F-L.GM simulation than in the MPI-LGM simulation by up to —4°C
(c.f. Fig. [4.13]d). Over the continents, temperatures are generally higher in the simulation
of the model. The temperature differences become highest (up to 14 °C) over the Western
Arctic Ocean and at the ice sheet edges, which can directly be linked to the slightly smaller ice
sheet in the [EC6H simulation. The differences in the Arctic Oceans are in agreement with the

distribution and correlates with the sea ice cover in both models.
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Seasonally the temperatures vary by up to 50 °C in both model simulations under LGM conditions.
Largest variations can be found over the ice sheets, where the air temperature can get very cold.
As expected, the air in 2m is coldest in the polar and icy regions and warmest at the equator.
During winter, differences in the Arctic Ocean get highest, whereas the ice sheet edges become

more important in summer.

Table 4.2: Proxy and model output data for change of LGM mean annual 2 m air temperature (A MAT at
considered grid points and standard error of the reconstruction (SE MAT) as given by Bartlein
et al. (2011). Dark green shading: modeled temperature change within standard error estimates.
Mid-green: modeled temperature change within 1.5 times standard error of estimates. Light
green: modeled temperature change within 2 times standard error of estimates. Mean temperature
changes are given in bottom row. All temperature values given in °C. (Table adapted after

Ludwig et al.[2016, their Tab. S4).

[Bartlein et al., 2011] | MPI-ESM | EC6-F
Lat | Lon | AMAT | SEMAT | AMAT | AMAT
43N | 7TW | -83 2.7 3.3 2.8
3N | 3W | 7.1 1.2 3.7 3,0
AN | 1W | 35 1.5 52
43N | 3E | -67 1.8
45N | 3E | -89 2.7 5.6 3.9
45N | SE | -139 23
47N | 7E | -113 1.6
4IN | 13E| -66 2.8
4IN | ISE| -56 2.2
39N [ 21E | -8.1 2
4IN | 21E| -52 22
39N [ 23E | -5.2 1.7
49N | 27E | -11 1.5 8.2 5.9
7.8 2.0 5.3 4.0

For the 13 locations, where the temperature differences can be compared with proxy data, the
agreement for both model simulations is better for the 2 m air temperature than for total precipita-
tion (c.f. Tab. d.2)). Overall the differences of the MPI-ESM] simulations are within 1.5 times the
standard error of the reconstruction. However, the cooling under [LGM] conditions is not strong
enough at almost all locations. Since the [EC6H simulation under LGM boundary conditions is
warmer than the MPI-LGM simulation, the temperature distribution deviates more, and is only
within two standard errors of the proxy data.

Even though the two global climate models MPI-ESM] and [EC6H consist of the same atmospheric
component, the resulting climate and atmospheric circulation differ largely. The distribution
might be more realistic for the simulations with the EC6H model, and the structure of the jet lies
within CMIP 5 mean for the simulation. When it comes to LGM minus PI comparison
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with proxy data by Bartlein et al. (2011)), both models underestimate the right magnitudes of the
changes. The MPI-ESMIsimulations, however, show better agreement in terms of the direction of
change.

4.2 Climate of the Regional Climate Model Simulations

The mean climatic state of the regional WRF-LGM simulations (c.f. Chap.[3) will be analysed and
compared to their global counterparts in this section. The following variables will be taken into
account: the 2 m air temperature, snow height and cover, surface wind and total precipitation. After
this, the analysis proceeds towards the permafrost investigation by examining the soil temperatures
and soil moisture content.

In both the global and the regional LGM simulations, the annual mean 2 m air temperature is
considerably higher in the [EC6H than in the MPI simulation (c.f. Figld.T4). With almost 10°C,
differences are largest in the global simulations at distinct locations near the ice sheet margin.

These differences are also given in the regional simulations, however, they are slightly smaller.
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Figure 4.14: Distribution of the 2 m air temperature in annual mean (in °C). (a) Differences of the tem-
perature distribution between the global climate model simulations (EC6E-L.GM minus MPI-
LGM). (b) Differences of the temperature distribution between the regional climate model
simulations (WRF-AWI minus WRF-MPI).
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Figure 4.15: Distribution of the snow height in annual mean (in m). (a) Differences of the snow height
distribution between the global climate model simulations (EC6H-LGM minus MPI-LGM).
(b) Differences of the snow height distribution between the regional climate model simulations
(WRF-AWI minus WRF-MPI).
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In Southern and Central Europe, temperature differences from the global simulations are slightly
amplified from 1 —2°C to 2 —4°C in the regional simulations. This sign and pattern of the
differences is visible in all seasons, but winter air temperatures clearly diverge most, whereas
summer air temperatures are relatively close to each other (not shown).

To understand from where these differences arise, the snow height and cover as well as the surface

wind will be studied. In the global simulations, there is almost no snow in Europe. Only at the
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Figure 4.16: Distribution of the snow height in seasonal means for winter (left) and summer (right) (in m).
(a) Differences of the winter snow height distribution between the regional climate model sim-
ulations (WRF-AWI minus (WRF-MPI). (b) as (a) but for summer snow height. (c¢) Absolute
values of the winter snow height distribution in WRF-MPIL. (d) as (c) but for the summer snow
height distribution in WRF-MPIL. (e) and (f) as (c) and (d) but for the WRF-AWI snow height
distributions

ice sheet margins, a snow height of a few centimetres occurs in spring and winter. Differences
between the two global simulations are accordingly small (c.f. Fig. [d.15]a). This is different in
the regional simulations. Except in summer, almost all of the simulated region is snow covered in
WRE-MPI, even though only over the [FIS] and the ice sheet of the Alps a snow height of several
metres is reached. WRF-AWI shows markedly higher snow accumulation over the ice sheets with
differences of more than 20 m, but less snow cover in Central and Southern Europe. Differences

amount to 20% less snow cover in WRF-AWI in annual mean and to 40% in both spring and
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4.2 Climate of the Regional Climate Model Simulations

winter (c.f. Figld.16). In summer, only the ice sheets are snow covered in both simulations and
the differences are thus negligible. Since snow cools the atmosphere, more snow coverage in

WREF-MPI may partly account for the 2 m air temperature differences.

In Fig. .T7] the differences between the annual mean surface wind speed (in 10 m) are displayed
for the global and regional climate model simulations.

60N 60N —

50N

50N

40N

20W 0 20E 20W 0 20E

B[ [T

-4 2 08 -04 0 04 08 2 4

Figure 4.17: Distribution of the surface wind speed in annual mean (in m/s). (a) Differences of the wind
speed distribution between the global climate model simulations (EC6E-LGM minus MPI-
LGM). (b) Differences of the wind speed distribution between the regional climate model
simulations (WRF-AWI minus WRF-MPI).

60N

S0N

40N

b 5
60N | A - 6on
50N e gl - 50N —
P e el A G )
el s e
4ON / e NN X [ 40N
s R . N » &
L A = ok
— s o~ p=2
T T T T
20w ) 206 20w ) 208

(T T . e |

12 3 4 5 6 7 8B 9 10 11 12

Figure 4.18: Distribution of the wind field in annual mean (vectors according to the depicted reference
vector, in m/s). (a) Differences of the wind field distribution between the regional climete
model simulations (WRF-AWI minus WRF-MPI). Below: absolute wind vectors in annual
mean as in the WRF-MPI (b) and in the WRF-AWI (¢) simulation.
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Differences in the global simulations are generally larger: Regions with higher orography (FIS]
the Alps and the Pyrenees) experience higher wind speeds in the EC6H simulation than in the MPI
simulation. Apart from these regions, the wind speed is noticeably higher in the MPI simulation.
Differences between the regional simulations are more zonally orientated. Over the northern (the
and southern part of the simulated domain, wind speeds are lower in WRF-AWTI. In between,
the annual mean wind speeds are similar or, over the North Atlantic and the Alps, higher in WRF-
AWTI. For the regional simulations, the wind directions are investigated additionally. The absolute

annual mean wind field and the associated differences are depicted in Fig. .18 Both simulations
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Figure 4.19: Distribution of the wind field in seasonal means for winter (left) and summer (right) (in m).
(a) Differences of the winter wind field distribution between the regional climate model sim-
ulations (WRF-AWI minus (WRF-MPI). (b) as (a) but for summer wind. (¢) Absolute values
of the winter wind distribution in WRF-MPI. (d) as (c) but for the summer wind distribution in
WRF-MPIL. (¢) and (f) as (c) and (d) but for the WRF-AWI wind distributions.

show strongest winds from the [FIS| southwards, although this pattern is notably more pronounced
in WRF-MPIL. In return, winds from the North Atlantic are stronger in WRF-AWI. Especially in
winter, the direction of these winds is rather towards the domain centre in WRF-AWI, whereas
winds in WRF-MPI point to the northwest outside of the domain (c.f. Fig. [4.19). In sumer, both
WRF-MPI and WRF-AWI simulate westerly winds from the North Atlantic. Again, winds from
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4.2 Climate of the Regional Climate Model Simulations

the [FIS] are blowing south- and southeastwards, but still the summer wind speeds are throughout
weaker than in winter for both simulations.
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Figure 4.20: Distribution of the total precipitation in annual mean (in mm/day). (a) Differences of the pre-
cipitation distribution between the global climate model simulations (EC6H-L.GM minus MPI-
LGM). (b) Differences of the precipitation distribution between the regional climate model
simulations (WRF-AWI minus WRF-MPI).
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Figure 4.21: Distribution of the total precipitation in annual mean (in mm/day). Absolute values of the
precipitation distribution as simulated by the global climate models MPI (a) and[EC6H (b) and
for the regional simulations WRF-MPI (¢) and WRF-AWI (d).

These wind fields are induced by the large-scale circulation in the global forcing simulations.
There as well, northerly and easterly components are predominant in the MPI-LGM simula-
tion, whereas southerly and westerly components occur more often in the [EC6F-L.GM simulation
(c.f. Fig.[4.10). This is in accordance with the jet structure in both global simulations (c.f. Fig.[4.6)
as already analysed in the previous section (c.f. Chap. @.T)). The MPI jet is deflected to the north,
while the jet in the simulation reaches Southern Europe. As the influence of the ice sheet
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is higher in the (global and regional) MPI simulations, their overall significant colder climate is
consistent. Moreover, not only the smaller continental influence in the EC6H simulations warms
their climate, but the westerly flow from the ice-free North Atlantic accounts for the increased
heat and moisture transport. With the improved [SSTk in the global [EC6H simulation, the cooling
of the LGM air temperatures is not as strong as proxies indicate (c.f. Tab. and explanations in

Chap. A1)
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Figure 4.22: Distribution of the soil temperature in annual mean (in °C). (a) Differences of the soil tem-
perature distribution in layer 3 (representative depth: 78 cm) between the global climate model
simulations (EC6Hminus MPI). b) - ¢) Differences of the soil temperature distribution between
the regional climate model simulations (WRF-AWI minus WRF-MPI) in layer 1 with a repre-
sentative depth of 5cm (b), in layer 2 with a representative depth of 25 cm (¢), in layer 3 with
a representative depth of 70 cm (d), and in layer 4 with a representative depth of 150 cm (e).

Along with stronger winds from the North Atlantic, more moisture is transported and thus more
precipitation is simulated over Europe in the WRF-AWI simulations (c.f. Fig. @.20). This is not
reflected by the global simulations, where precipitation patterns are relatively similar in Europe. In
Southern and Central Europe, there is less precipitation in the global [EC6H simulation than in the
MPI simulation. Only over the ice sheets, precipitation in[EC6His enhanced. Highest precipitation
amounts, however, are either orographically induced as for precipitation over the Alps and over
the or they are associated with the moisture availability of the North Atlantic (c.f. Fig. [4.21).
These patterns are visible in the global simulations, but they are less accurate than in the regional

simulations and the precipitation over the North Atlantic clearly dominates the distribution.
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4.2 Climate of the Regional Climate Model Simulations

The structure of the soil is different in the global and regional models: In the global simulations,
there are five soil layers implemented, reaching from 3 cm to almost 7 m. The regional simulations
have four layers from a mid-layer depth of 5cm to 150 cm. In the respective third layers, the
most similar depth is represented, with 78 cm in the global and 70 cm in the regional simulations
(c.f. Chap.[3). Here, the soil temperature and soil moisture will be examined.

On annual average, the differences between soil temperatures in the [EC6FH and MPI simulations
do not vary much in the different depths. Therefore, only the third layer is depicted in Fig. [d.22]a.
The differences amount to 2 — 4 °C in Europe towards warmer soils in[EC6E. Only at the ice sheet
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Figure 4.23: Domain 1 of the regional climate model simulations (c.f. Chap. , highlighted are three re-
gions (A, B, and C) the following time series of soil temperature and soil moisture are referred
to.

margins, these differences become greater. The differences between the two regional climate
model simulations are somewhat altered. Again, the WRF-AWI simulation is warmer than the
MPI driven simulation. However, the differences become larger with increasing depth. Where the
differences in the first layer (representative depth of 5 cm) largely correspond to the distribution in
the global simulations and also to the 2 m air temperature distribution due to the large influence of
the atmosphere, the soil temperatures in the fourth layer (representative depth of 150 cm) diverge
to a more than 15°C warmer soil in WRF-AWL

Field means are calculated to investigate the development of the soil temperatures over time for
three regions (c.f. Fig. [4.23). For the time series in Fig. 4.24] the whole 32 simulated years are
taken into account, so that the spin-up phase can be regarded as well. The general pathway of
the soil temperatures in the different layers are similar over time in all three regions, although
region B is throughout colder than region A and C. Temperatures in the WRF-AWI simulation are
higher almost everywhere and in neither of the two simulations, a trend over the 32 years is visible.
The much smaller gradient into the depth in the WRF-AWI simulation is eye-catching, again in

all three regions. In this simulation, temperatures vary only by about 2°C within the four layers
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Figure 4.24: Development of the annual mean soil temperature in the regional climate model simulations
(WRF-MPIL: green, WRF-AWTI: red), in region A of Fig. 4.23](a), region B (b), and region C
(c), respectively over the 32 simulated years.
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4.2 Climate of the Regional Climate Model Simulations

and are almost similar at the time of the initialisation. In the WRF-MPI simulation, however, this
gradient is much larger and explains thus the large temperature differences between the two sim-
ulations in the deepest soil layer. To take a closer look into the initialisation and spin-up phase,
the monthly mean soil temperatures of the first five years are depicted (c.f. Fig. .23]). Apart from
the generally colder temperatures in region B, the behaviour of the soil temperatures in all three
regions are very similar. Therefore, only the time series for region A is shown. The time series for
the WRF-AWTI soil temperatures show much less damping for the curves of the deeper layers than
those of WRF-MPI. The amplitude for the seasonality in the upper layer is almost as high as in
the depth and only a little shifted. The WRF-MPI temperatures show a more expected behaviour:
Timing of the maximum temperature in each layer is lower in greater depths and occurs later in the
year, since the signal of the atmosphere has to propagate downwards first. These different shapes
of the soil temperature can explain the large differences in the deepest soil layer between the two
regional simulations.

The annual mean soil moisture distribution differences between the WRF simulations are shown
in Fig.[#.26] The upper three soil layers contain more water in the WRF-AWI simulation than in
the WRF-MPI simulation. However, the opposite is the case in the fourth layer. This layer is much
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Figure 4.26: Distribution of the soil moisture content in annual mean (in m3*m3). Differences of the
soil moisture distribution between the regional climate model simulations (WRF-AWI minus
WREF-MPI) in layer 1 with a representative depth of 5 cm (a), in layer 2 with a representative
depth of 25 cm (b), in layer 3 with a representative depth of 70 cm (c¢), and in layer 4 with a
representative depth of 150 cm (d).

drier in WRF-AWI, especially in Northern and Eastern Europe south of the ice sheet margin. Time
series of the soil moisture (c.f. Fig. reveal that these differences arise from the WRF-MPI
simulation, where the deepest soil layer contains exceptionally much water in comparison with the

other layers and all layers in the WRF-AWI simulation. The soil moisture content rises quickly
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Figure 4.27: Development of the annual mean soil moisture content in the regional climate model simula-
tions (WRF-MPI: green, left, WRF-AWTI: red, right), in region A (a) and (b), region B (c¢) and
(d), and region C (e) and (f) over the 32 simulated years.

in the first two years (and thus within the spin-up phase). After this rapid rise, changes are only
marginal. This is particularly the case in region B, where a saturation of the soil moisture content
is reached at the value of around 0.440 m3/m3 after these two years and then stays at this value.

Even the monthly mean values of the soil moisture in 150 cm do not vary (c.f. Fig. {.28).
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Figure 4.28: Development of the monthly mean soil moisture content in the WRF-MPI simulation in region
B over the 32 simulated years.

The soil temperature time series can help to explain this behaviour. While WRF-MPI temperatures
in the fourth layer remain markedly below 0°C throughout the year in region B, they rise close to
0°C in region C. Soil temperatures in region A, however, are above 0°C most of the time. This
implies that moisture is frozen and therefore bound in the fourth layer in region B, so that no ex-
change with the above layers occurs. In region C, the moisture is temporarily frozen and therefore

partly decoupled from the other layers, whereas in region A, the soil moisture is transferred freely

44



4.3 Reconstruction of Permafrost during the Last Glacial Maximum

between the layers.

These considerations directly lead on to the reconstruction of the permafrost extent based on these
simulations, which will follow in the next section. Overall, the climate of the regional simulations
corresponds to their respective global forcings. The WRF-AWI simulation results in higher tem-
peratures due to a stronger influence from the North Atlantic with prevailing westerly winds. Still,
adjustments from the global climate model simulations are found in the regional climate model

runs, especially when it comes to the distributions of precipitation and snow height and cover.

4.3 Reconstruction of Permafrost during the
Last Glacial Maximum

In this section, the reconstructions of permafrost based on climate model simulations will be pre-
sented. Three methods were applied for the reconstructions: and the direct method
based on mean annual soil temperatures. An overview of these and other possible methods is given
in Chap. 2.2 To account for the recent findings of active sand wedges in seasonal frozen ground in
contrast to the common assumption of their precondition of permafrost, criteria for the occurence

of sand wedges are tested additionally.
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Figure 4.29: Permafrost distribution based on MAAT. (a) as in the global MPI simulation, (b) as in the
global[EC6H simulation, and (c¢) and (d) as in the respective regional simulations. Proxy-based
permafrost extent is denoted by the thick black line for continuous permafrost and the thinner
black line for discontinuous permafrost. Red lines denote the LGM coastlines, pink lines mark
the ice sheet extent.

45



4 Results

First, the most basic method was applied: The long-term mean annual air temperature (MAAT)
was calculated for the 30 simulated years. Continuous permafrost is inferred where MAAT] is
below —6°C and discontinuous permafrost for MAAT < —2°C (c.f. Tab.[2.1). Results for this
method are depicted in Fig.[.29] Essentially, the hereby derived permafrost boundary corresponds
to the ice sheet extent during the LGM for both the global and regional simulations. Permafrost
in the and WRF-AWI simulations do not reach that far south and in the WRF-MPI simu-
lation, permafrost is slightly more extented. The regional climate model simulations show some
additional permafrost areas which are related to higher orography, especially at the Alps, and in
WRE-MPI also at the Pyrenees and the Massif Central. These areas are not resolved in the global

forcing simulations. Still, neither of the four simulations show an adequate permafrost extent

based on MAAT]

The[SFIl was calculated based on daily mean values of the soil temperatures in all simulated layers.

Results are only shown for the deeper layers (starting from 70 cm depth), since the upper two
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Figure 4.30: Permafrost distribution based on the SFI in the different soil layers. (a) Layer 3 of the global
[EC6H simulation (78 cm depth), (b) Layer 4 of the global[EC6H simulation (268 cm), (c) Layer
5 of the global [EC6H simulation (698 cm), (d) Layer 3 of the regional WRF-AWI simulation
(70cm) and (e) Layer 4 of the regional WRF-AWI simulation (150 cm). Proxy-based per-
mafrost extent is denoted by the thick black line for continuous permafrost and the thinner
black line for discontinuous permafrost. Red lines denote the LGM coastlines, pink lines mark
the ice sheet extent.
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Figure 4.31: Permafrost distribution based on the SFI in the different soil layers as in Fig. but for
the MPI simulations. (a) Layer 3 of the global MPI simulation (78 cm depth), (b) Layer 4 of
the global MPI simulation (268 cm), (c) Layer 5 of the global MPI simulation (698 cm), (d)
Layer 3 of the regional WRF-MPI simulation (70 cm) and (e) Layer 4 of the regional WRF-
MPI simulation (150 cm). Proxy-based permafrost extent is denoted by the thick black line
for continuous permafrost and the thinner black line for discontinuous permafrost. Red lines
denote the LGM coastlines, pink lines mark the ice sheet extent.

layers are possibly part of the active layer and thaw seasonally. The results are shown in Fig. [4.30]
for the global and regional [EC6H simulations and in Fig. [#.31] for the global and regional MPI
simulations. Again, the permafrost extent in the simulations do not reach farther south
than the ice sheet, apart from the Alps in WRF-AWI. A modest increase in the permafrost area
is simulated by the global MPI simulation. Here continuous permafrost is still limited to the ice
sheet in 78 cm and 268 cm depth, but sporadic permafrost is more widespread. According to this
simulation, permafrost is either continuous or absent in the lowermost layer with a representative
depth of 698 cm, but none of the other categories is found. The WRF-MPI simulation shows
a larger permafrost extent. In Eastern Europe the proxy-based continuous permafrost extent is
largely met in the third layer with a representative depth of 70 cm. In Western Europe, it is slightly
too far north, which is overcorrected in the lowermost layer with a representative depth of 150 cm.
Notable is further, that the conditions for discontinuous and sporadic permafrost are rarely fulfilled

in all simulations.

47



4 Results

The results of the direct method using long-term mean annual soil temperatures agree with the
permafrost extent based on the[SEIl It is examplarily depicted for the MPI simulations in Fig.[4.32]
With these methods, the different types of permafrost cannot be distinguished. That is why the
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Figure 4.32: Permafrost distribution based on the soil temperatures below 0°C in the different soil layers
for the MPI simulations. (a) Layer 3 of the global MPI simulation (78 cm depth), (b) Layer 4
of the global MPI simulation (268 cm), (c) Layer 5 of the global MPI simulation (698 cm), (d)
Layer 3 of the regional WRF-MPI simulation (70 cm) and (e) Layer 4 of the regional WRF-
MPI simulation (150 cm). Proxy-based permafrost extent is denoted by the thick black line
for continuous permafrost and the thinner black line for discontinuous permafrost. Red lines
denote the LGM coastlines, pink lines mark the ice sheet extent.

permafrost line based on the direct method corresponds to that of the sporadic permafrost based
on the

The proxy-based permafrost extent is used as a reference to compare the model output with. How-
ever, it was pointed out in Chap. [2.2]that this reconstruction is fraught with uncertainty as well. Ice
and sand wedges usually serve as a proxy for past permafrost, but they may also develop within
seasonal frozen ground and not exclusively within permafrost. Several authors derived criteria
that have to be fulfilled for thermal contraction cracking to be possible (c.f. Matsuoka et al.
Wolfe et al. [2018)), which is a part of the development of ice and sand wedges. After Matsuoka
et al. (2018), thermal contraction cracking may occur when the daily mean soil temperature at a

depth of 1 m is lower than —5°C at the same time when the gradient between the daily mean soil
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Figure 4.33: Development of the daily mean soil temperatures and soil temperature gradient in region C of
Fig. @b (model grid point 45.1° N, 0.27° E) as simulated in WRF-MPI (a) and in WRF-AWI
(b). Lighter colors show the development of the soil temperatures in layer 3 (70cm). When
the temperatures fall below —5°C, the first condition after Matsuoka et al. (2018)) is fulfilled,
marked with blue shading and the reference line. The soil temperature gradient between the
first layer (5 cm depth) and the third layer (darker colors) is only depicted, when condition two
after Matsuoka et al. (2018)) is fulfilled, with a gradient below —7°C.

temperature in 0.02m depth and in 1 m depth is lower than —7°C. These criteria were applied
to the climate model output. Instead of the soil temperature at 1 m, the temperature of the third
layer with a depth of 78 cm in the global climate model simulations and 70 cm in the regional

simulations was taken into account.

Fig. 33| shows an example of how the soil temperature and the gradient develop over time in
Northern Aquitaine (region C in Fig. 2.7]b). The two criteria are fulfilled when the curves reach
below the depicted reference line. In the WRF-MPI simulation (Fig. [#.33]a), this is the case in
several winters, but not in the WRF-AWI simulation.

The number of days per year when thermal contraction cracking based on the Matsuoka criteria
(Matsuoka et al. [2018) is counted for each grid cell and translated into heat maps for each simu-
lation. The results are shown in Fig.[4.34, Whereas the permafrost area is much too small in both
global simulations, the opposite is the case for possible thermal contraction cracking sites in the
global MPI simulation. According to this simulation, thermal contraction cracking would have
been possible as far south as the Iberian Peninsula, where no ice or sand wedge pseudomorphs
were found. In Northern Europe, the criteria are fulfilled more than 30 times per year. In the
global [EC6H simulation, the criteria are less often fulfilled. Especially the southern edge of sand

wedge occurence is only slightly underestimated.
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4 Results

The criteria are less often fulfilled in both regional simulations than their respective global coun-

terparts. The southern limit for possible contraction cracking is farther north.
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Figure 4.34: Heat maps of the mean number of days per year when the conditions after Matsuoka et al.
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are fulfilled for each grid box in the global MPI (a) and [EC6H simulations (b), and for
the first domain of the regional WRF-MPI (¢) and WRF-AWTI (d) simulations, as well as for
the second domain in WRF-MPI (e) and in WRF-AWI (f). Ice-wedge pseudomorphs and sand
wedges from Isarin et al. are highlighted with cyan and red triangles, respectively, only
when located in France. Red lines denote the LGM coastlines, gray lines mark the ice sheet
extent.



5 Discussion

In the following, the ability of the different methods to reconstruct permafrost and thermal con-
traction cracking regions from climate model data will be discussed. Afterwards, the results of the
different simulations will be put into context.

Both indirect methods to infer permafrost out of climate model data, MAAT and SFI, are de-
rived from conditions at locations with present-day permafrost. The condtions, however, may
have been different in the past (e.g. Murton and Kolstrup 2003; Vandenberghe et al.[2014). And
even for today, the air temperature varies between permafrost sites, which increases the uncer-
tainty for MAAT (Vandenberghe et al. 2014). Because of the permafrost definition, it seems
intuitive to broadly relate the 0°C annual air temperature isotherm to the permafrost boundary
(c.f. Huissteden [2020). Yet, this relationship is more complex. Vegetation or snow cover act as
“thermal offsets“(Murton and Kolstrup 2003) that modulate the mean annual ground temperature
in comparison to the air temperature and thus its relation to permafrost occurence (c.f. Ballan-
tyne [2017}; Huissteden [2020). Additionally, permafrost proxies such as ice-wedge pseudomorphs
react stronger to extremes than to climatic averages. To reduce the occurence of the proxies to
one parameter like MAAT might therefore be inaccurate (c.f. Ballantyne [2017; Matsuoka et al.
2018)). The results of this study support these caveats. In each of the considered simulations, the
MA AT-based permafrost boundary corresponds to the ice sheet margin and it is therefore obvious,
that MAAT does not indicate a reasonable magnitude of the permafrost extent during the LGM.
This is different when considering the SFI. At least for the MPI simulations, the SFI-based per-
mafrost boundary is located farther south and thus closer to the permafrost extent derived from
proxy data. Moreover, the SFI method is supported by the direct method. The boundaries between
permafrost occurence and absence as indicated by the SFI fully match the permafrost border de-
rived from the mean annual ground temperature at the respective layers. However, discontinuous
and sporadic permafrost is only rarely found with the SFI. These zones are very narrow, which
does not reflect the widespread occurence that proxies indicate. Vandenberghe et al. (2014) ob-
served this limitation as well and suggested its origin in the greater temperature gradients during
the LGM than today.

Both MAAT and SFI require long-term mean values and it is well established to search for equi-
librium permafrost, meaning a permafrost extent that corresponds to the climatic mean state of the
studied period. To agree with the permafrost definition, soil temperatures have to be below 0°C
for only two years at a minimum. Furthermore, the proxy-based permafrost extent might reflect
very cold but only short periods as mentioned before, that can therefore not be reproduced with
methods using long-term mean values.

In addition to the permafrost extent, possible proxy locations were searched in the simulations.
Therefore, the criteria for thermal contraction cracking by Matsuoka et al. (2018]), derived from

fieldwork in Svalbard, were applied to climate model data for the first time. Overall, the results
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5 Discussion

are promising: Thermal contraction cracking is possible in each simulation. The southernmost
cracking locations are farther south than the respective reconstructed permafrost extent. This is to
expect, since ground cracking occurs within seasonal frozen ground as well as within permafrost.
Nevertheless, the present study can only provide a first impression of this method. Further valida-
tions should be performed, testing other regions, time periods in the past and present-day ground
cracking sites additionally.

The permafrost reconstructions based on the simulations considered in this study underpin again
limitations of the global climate models to represent permafrost during the LGM (c.f. Chap. [I).
The global MPI simulation does not reach as far south as to expect from proxy evidence, but es-
pecially the global simulation fail to reproduce the permafrost extent in Europe during the
LGM. Temperatures during the LGM are generally warmer in this latter simulation and conditions
are more humid, as the influence from the North Atlantic is exerted via strong westerly winds.
This is less in agreement with proxy evidence, even though the climate under PI conditions is
correctly reproduced (c.f. Chap. {.1)).

The [EC6FH-driven regional simulation exhibit a similar large-scale circulation and an even warmer
version of the LGM. The permafrost extent is equally limited to the ice sheet and there is thus
no improvement towards its global counterpart in this regard. Permafrost extent in the WRF-MPI
simulation, however, is in much more agreement with the proxy-based permafrost reconstruction.
In 70 cm depth, the continuous permafrost boundary is reproduced accurately in Eastern Europe
and still close in the west. Since uncertainties arise from both model and proxy side, a perfect
match is not expected.

Whereas both global climate model simulations indicate less permafrost than their regional coun-
terpart, the global MPI simulation yields a much larger extent to the south for possible ground
cracking. In the global MPI simulation, the criteria after Matsuoka et al. (2018)) are fulfilled more
than 30 times a year in Northern Europe and at a smaller number even on the Iberian Peninsula,
where no ice or sand wedges were found. Also in the warmer [EC6H simulation, ground cracking
occurs in mid- to Southern France. As for the permafrost extent, also the possible thermal con-
traction cracking occurence is poorly represented in WRF-AWI. At locations, where ice-wedge
pseudomorphs or sand wedges are found, the criteria are not fulfilled during the simulated days.
By contrast, the WRF-MPI simulation agrees well with the proxy evidence. Apart from two sand
wedges southwest of the Alps, thermal contraction cracking is possible in the simulation, where
the features are found. This is improved in the nested domain.

Taking both permafrost and ground cracking locations into account, the MPI simulations, in par-
ticular the regional WRF-MPI simulation, are more in agreement with proxy evidences. In the
global simulation, ground cracking locations are reasonably reproduced, but the permafrost
does not extent farther south than the ice sheet margin. The regional WRF-AWI simulation in-
dicates no permafrost (except for regions under the ice sheet) and can not explain the ice-wedge
pseudomorphs and sand wedges that are found in France. For the global MPI simulation, the
permafrost line is too far north, whereas ground cracking is possible too far south in comparison
with proxy data. For WRF-MPI, both permafrost extent and possible ground cracking regions are
largely in agreement with proxy evidence.

The main difference between the two global models is the applied ocean model, which leads to dif-

ferent LGM climate conditions and differences in the atmospheric flow. In the[EC6Hsimulation the
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westerly flow dominates so that moisture and heat is transported from the North Atlantic towards
Europe. This large-scale circulation agrees more with the multi-model mean of the CMIP5/PMIP3
models, while the MPI simulation suggests a stronger influence of the ice sheet through prevailing
north- and northeasterly winds. It was found that the global MPI simulation agrees better with
proxy evidences regarding temperature and precipitation differences under LGM and PI condi-
tions and that the permafrost and ground cracking extent is reproduced reasonably well in the
MPI-driven regional simulation. It is thus plausible to assume that the large-scale circulation of
the MPI simulations reflect that of the LGM accurately. This is in line with recent studies (e.g.
Raible et al. 2020; Schaffernicht et al. 2020). So far only indirect proxy evidences for wind and
air pressure exist. One is the loess belt at around 40° N and 60° N in Central Europe that can
provide indications. Because of the drier conditions with less vegetation and higher wind speeds,
dust and dust storms were more common during the LGM than today (c.f. Chap. [2). This is
reflected in many loess deposits in Western and Central Europe, which form the European less
belt (e.g. Lehmkuhl et al. 2016). Recent studies on the dust cycle supported the hypothesis that
easterly winds induced by a semi-permanent anticyclone over the Fennoscandian Ice Sheet (EIS)
dominated the dust transport and thus the formation of the loess belt (e.g. Raible et al. [2020;
Schaffernicht et al.[2020; Stevens et al. 2020/ and references therein).

The aim of the present study was to investigate the general ability of regional climate models to
represent the permafrost distribution in Western Europe during the LGM. With a realistic global
forcing, especially regarding the large-scale atmospheric flow, it can be shown that the regional
climate model WRF provides an added value compared to the global counterpart. Due to large
uncertainties in the permafrost reconstruction from both climate model and proxy side, not only
permafrost indices were tested, but also the possibility of ice and sand wedges to develop. Large
differences between the permafrost extent and the areas, where sand and ice wedges can develop,
were found both in the climate model data as well as in the fields. This demonstrates once more
that sand and ice wedges do not exclusively grow within continuous permafrost, but also, as indi-
cated by Andrieux et al. (2018)), within seasonal frozen ground, when the winter temperatures are

very cold.

53






6 Conclusion

Permafrost is an important component of the climate system. Thawing of permafrost is associated
with the release of greenhouse gases that were previously bound within the frozen soils. Thereby,
the greenhouse effect is enhanced which leads to further warming of the climate (c.f. IPCC|2019).
This positive feedback mechanism is the main reason, why it is important to gain knowledge about
future thawing of permafrost and about the amount of related greenhouse gas emissions.

Current climate model simulations project a large range of uncertainty regarding the decrease of
permafrost area, that is only partly related to internal variabilities. The models are calibrated for
present-day conditions, under which they are well tested. However, the responses of the models to
the same forcings vary by several orders of magnitude (c.f. IPCC2013; IPCC2019). It is therefore
necessary to evaluate the climate models under a larger range of climate variability, which can be
realised by simulating the past and compare the outcomes to proxy evidence. The present study
focused on the [LGM]| a cold and dry period of the last glacial cycle 26.5 to 19 thousand years
ago (c.f. Clark et al. 2009). At this time, permafrost was more widespread and reached France in
Europe. Studies investigating permafrost during the LGM with global climate models found only
a limited ability of the models to represent the permafrost extent (e.g. Kitover et al. 2013; Lev-
avasseur et al. 20115 Ludwig et al. 2017)). But there are evidences for improvement when using
regional climate model simulations instead (c.f. Ludwig et al. 2017)). This was investigated further
in the present study.

Therefore, two regional climate model simulations were conducted with the WRH model, using
the same set-up but two different global climate model simulations as forcings. Namely, these are
the well established MPI-ESM-P (Stevens et al.[2013)) and the relatively new global climate model
ECHAMG6-FESOM developed at the Alfred Wegener Institute (Sidorenko et al.[2015)). They share
the same atmospheric, land, and biochemistry components, solely the ocean component varies.
On the one hand, this leads to different SST patterns towards a colder North Atlantic and a warmer
Arctic Ocean in the simulation. On the other hand, the atmospheric characteristics differ.
European 2 m air temperatures are higher in the simulation. This can be associated with the
large-scale atmospheric flow. The jet in the simulation approaches Europe at the latitude of
France and the Iberian Peninsula in line with the prevailing westerly winds that transport heat and
moisture towards Europe. The jet in the MPI simulation, in contrast, is more narrow and deflected
to the north. North and northeasterly winds are more common, promoting a colder and drier cli-
mate in Europe.

These major differences are reflected and slightly greater between the regional climate model
simulations. The 2 m air and soil temperatures are warmer in the WRF-AWI simulation, particu-
larly near the ice sheet margin. The different main wind directions correspond to their respective
counterpart with easterly and northeasterly winds in the WRF-MPI and westerly winds in the
WRF-AWI simulation.
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6 Conclusion

As the climate of these global and regional climate model simulations differ considerably from

each other, so do the reconstructions of permafrost and thermal contraction cracking areas. In the

global and regional [EC6H simulations, permafrost in Europe does not extent farther south than

the ice sheet margin, which is not plausible. Possible ground cracking regions agree with proxy

evidence in the global [EC6H simulation and is again too far north in the regional WRF-AWI simu-

lation. Permafrost in the global MPI simulation reaches only marginally farther south than the ice

sheet edge. In contrast, thermal contraction cracking of the ground is possible as far south as the

Iberian Peninsula according to this simulation. The WRF-MPI simulation agrees fairly well with

proxy evidence regarding both the permafrost extent and the possible ground cracking regions.

From these results, the following main conclusions can be drawn:
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With a reasonable forcing, regional climate models are able to represent ground and atmo-

spheric characteristics under LGM conditions.

In this case, an added value of the regional climate model simulations over their global
counterparts can be found regarding the permafrost extent and possible ground cracking

regions, when comparing to proxy evidence.

The clear result in favour of the regional WRF-MPI simulation suggests that its implemented
atmospheric circulation reflects the conditions during the LGM accurately, and it is thus
hypothesized that easterly and northeasterly winds are more common during the LGM than

today.

The climate model data are in agreement with the assumption that ice and sand wedge
development is not exclusive to regions of continuous permafrost, but may also happen in

areas of only seasonally frozen ground.



A Abbreviations

EC6F ECHAM6-FESOM

AWI Alfred Wegener Institute

CMIP Coupled Model Intercomparison Project

CWT Circulation Weather Type

ECMWF European Centre for Medium-Range Weather Forecasts
F Air Frost Number

FESOM Finite Element Sea ice-Ocean Model

Fl Freezing Index

FIS Fennoscandian Ice Sheet

GCM Global Climate Model

IPCC Intergovernmental Panel on Climate Change
ITCZ Intertropical Convergence Zone

LGM Last Glacial Maximum

LPM Last Permafrost Maximum

LIS Laurentide Ice Sheet

MAAT mean annual air temperature

MAGT mean annual ground temperature

MPI-ESM Max-Planck-Institute Earth System Model
MPI-M Max-Planck-Institute for Meteorology
OASIS Ocean Atmosphere Sea Ice Soil

Pl Pre-Industrial

PMIP Paleoclimate Modelling Intercomparison Project
RCM Regional Climate Model

SFI Surface Frost Number
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A Abbreviations

SIC sea ice fraction

SST sea surface temperature

TI Thawing Index

UNEP United Nations Environment Programme
WPS WREF Preprocessing System

WRF Weather Research and Forecast

WSF WREF Software Framework
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B WRF namelist

# MPI-ESM EC6F variational settings
&time_control

run_days =0,

run_hours =0,

run_minutes =0,

run_seconds =0,

start_year = 1918, 1918, E6-F: 3900, 3900,
start_month =01, 01,

start_day = 01, 01, E6-F: 02, 02,
start_hour = 00, 00,

start_minute = 00, 00,

start_second = 00, 00,

end_year = 1949, 1949, E6-F: 3933, 3933,
end_month =12, 12, E6-F: 01, 01,
end_day = 30, 30, E6-F: 01, 01,
end_hour = 18, 18, E6-F: 00, 00,
end_minute = 00, 00,

end_second = 00, 00,

interval_seconds = 21600

input_from_file = .true., .true.,
history_interval = 360, 360,

frames_per_outfile =1, 1,

restart = .false.,

restart_interval_d = 10,

io_form_history =2

io_form_restart =2

io_form_input =2

io_form_boundary =2

debug_level =1

io_form_auxinputé =2,

auxinput4_inname = "wrflowinp_d<domain>",
auxinput4_interval = 360, 360,

output_diagnostics =1,

auxhist3_outname = "yrfclim_d<domain>_<date>",
auxhist3_interval = 1440,1440,

frames_per_auxhist3 =1, 1,



B WRF namelist

io_form_auxhist3 = 2,
force_use_old_data = .true.,

/

&domains

time_step = 240,
time_step_fract_num =0,
time_step_fract_den =1,

max_dom = 2,

e_we = 60, 121,

e_sn = 60, 121,

e_vert = 35, 35,
p_top_requested = 15000,
num_metgrid_levels = 31, E6-F: 18,
num_metgrid_soil_levels =5,

dx = 50000.00, 12500.00,
dy = 50000.00, 12500.00,
grid_id =1, 2,

parent_id =0, 1,
i_parent_start =1, 17,
j_parent_start =1, 13,
parent_grid_ratio =1, )
parent_time_step_ratio =1, 5,

feedback =0,

smooth_option =0

/

&physics

mp_physics = 4, 4,
ra_lw_physics =4, 4,
ra_sw_physics =4, 4,

radt = 30, 30,

sf_sfclay_physics =1 1
sf_surface_physics =2 2
bl_pbl_physics =1 1
bldt =0, 0,
1 1
5 5

cu_physics =

cudt = 0, >
prec_acc_dt = 360, 360,
vmax_10m_dt = 360, 360
num_land_cat =24

isfflx =1,

ua_phys = .true.,
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ifsnow

icloud

surface_input_source

num_soil_layers
sf_urban_physics
sst_update
sst_skin
rdmaxalb
tmn_update

usemonalb

fractional_seaice

seaice_threshold

/

&fdda

&dynamics
w_damping
diff_opt

km_opt
diff_6th_opt
diff_6th_factor
base_temp
damp_opt

zdamp

dampcoef

khdif

kvdif

epssm
non_hydrostatic
moist_adv_opt
scalar_adv_opt
tke_adv_opt
use_theta_m

/

&bdy_control
spec_bdy_width
spec_zone
relax_zone
specified

nested

1,

1,

1,

4,

0, 0,

1,

1,

.false,

1,

.false.,

0,

1,

1, 1,

4, 4,

2, 0,
0.12, 0.12,
290

3,

5000., 5000.,
0.2, 0.2,
0, 0,

0, 0,
0.7, 0.7,
.true., .true.,
1, 1,

1, 1,

1, 1,

0,

5,

4,

.true., .false.,
.false., .true.,
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B WRF namelist

spec_exp = 0.33
/

8grib2

&namelist_quilt

Il
o

nio_tasks_per_group
nio_groups =1,

/
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