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Abstract

High-resolution regional ensemble climate simulations with tiggonal climate model
COSMO-CLM are performed for Southwest Germany to studgénsitivity of meteoro-
logical and hydrological variables to simulation set-up, includingdthmeain size, driving
data, horizontal resolution and physical parameterisations and pearasettings. The
model setup found adequate for such simulations is a domain includiddp$, ERA-40
reanalysis data as driving data, and a horizontal resolution of 7 kmsersiivity of
simulation results to a changed model setup is highest for the cinathgeing data and is

higher in winter than in summer.

This adequate model setup is used to investigate the influence lahthsurface scheme
on COSMO-CLM simulations. The standard land surface schem&AERM is replaced
by the land surface scheme VEG3D, which contains an explicitategetayer. Stand-
alone simulations with both land surface schemes show better agrtewith observations
for the VEG3D scheme, especially over high vegetation. Coupled onulitte the
COSMO-CLM, both schemes yield similar results on the sppéiierns of the meteoro-
logical variables but the absolute values may differ considerdliolynodel system gives
better results than the other for 2m-temperature and pre@pitatimpared to observa-
tions, and the difference in TERRA_LM and VEG3D simulation is laimb the differ-
ence obtained by changing other physical parameterisationfieottimhe-integration
scheme. Freezing and melting processes in the soil are impkame VEG3D to make
the scheme applicable for climate simulations. Stand-alone siomdawith the new
scheme yield better results than those without the considewdtifveezing and melting
processes. Better results in stand-alone simulations are obteeedusing different soil
types within one soil column, instead of using one single soil typthéowhole column.
Therefore, a soil type inventory for Germany for the coupled megaiem COSMO-
CLM/VEG3D is provided in this thesis, which contains several gpid within one soil

column.

A strategy for a statistical-dynamical downscaling mettsodeaveloped and evaluated to
replace time consuming day by day simulations. The method showititye ta yield

results similar to those of the continuous simulation.
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1 INTRODUCTION

The Fourth Assessment Report of Intergovernmental Panel on €liGgta@nge (IPCC)
pointed out that the observed warming of the climate system is woegluand that there
IS no chance to stop the climate change within the coming decadesy (et al., 2007).
Even if the concentration of all greenhouse gases were frozenlavéhef the year 2000,
a further warming of about 0.1°C per decade is to be expected. Tkerefemecessary to
estimate the consequences climate change will have on regionate and to develop
strategies on how to adapt to the climate change caused bysingrgibal warming. As
a basis for developing plans for adaptation and mitigation on a régicala, it is neces-
sary to predict the changes of climate variables, likepaFature and precipitation, and
their statistics over the coming decades, and to determine ¢keetainties in such predic-
tions. The demand for reliable climate simulations for specific regions easiog.

Global models are not able to resolve complex topographies due tadhese resolution
of more than 100 km. Hence, the forecasts of global models araitadils for climate
impact studies in regions with complex topography like Southwesh&w (KLIWA,
2006). Regional climate models with higher resolution than global matel used to
downscale the results of global climate models onto a findrtgrprovide reliable results
for such regions. This can be done for limited areas only, due to ¢keséxe computing

time, which has been a limiting factor in climate prediction up to now.

Due to their higher resolution, regional climate models are eagbe¢otgive better results
than global models (M et al., 2000), especially for extreme eventsRISTENSENet al.,
1998, WANG et al., 2003). Extreme values of troughs, intense precipitation, et st
winds tend to be better simulated by regional models than by gloddels (GorGi and
MEARNS, 1999). Their precipitation differences to global climate modelslgnarise from
orographic forcing and rain shadowing effectso®&! et al., 1994, ONES et al., 1997,
LEUNG et al., 2004).

Due to the high demand for reliable regional climate simulatismsie new regional cli-
mate models have been developed in the recent past, mainly fromgewsather predic-
tion models. For example the regional climate model COSMO-CR&H et al., 2006),

which is used for all the studies presented in this thesis. Thisl wadedeveloped from



2 1 Introduction

the existing weather prediction model Lokal-Modell (LM)dis et al., 2005) from the
German Weather Service (DWD). This work was mainly doneelsgarchers from the
Potsdam Institute of Climate Impact Research (PIK), the Usityeof Cottbus, the GKSS
Research Centre, and DWD. Forschungszentrum Karlsruhe (Institiveteorology and
Climate Research, IMK-TRO) joined the consortium in 2004 and focutssefforts on
model developments towards highest resolution, non-hydrostatic simujadiotidand-
surface schemes. Today, the CLM community comprises reseafotr@rabout 20 differ-
ent institutes using the model for climate studies and contribuintg further develop-
ment. The model has become the community model for German cliessgarch on the
regional scale. In 2007, the model was combined with LM into one souree Eomm
model version 4.0 onwards, the model is renamed from CLM to COSMO-Chkl.ad-
vantage over other climate models is that COSMO-CLM isvang” climate model. This
means that the source code is permanently improved and new paisatietes are devel-
oped, as the source code is identical to the source code of the @@®idel of DWD
used for the operational numerical weather forecast. Therefgperience with the
weather forecast version can be transferred to the climet®nend vice versa. One dif-
ference between weather forecast and climate predictionthetisame model is the as-
similation of observed data to correct the weather forecastn®stig climate model runs
needs to be performed without any correction by observations. Andifference is the
update of vegetation parameters during the annual cycle, whictoti necessary for
weather forecast models that only run over several days. Thadigaition of the model is
more important in weather forecasting than in climate mode. a®imodels are given
some time to adapt and to weight out imbalances that occur dueitdtidssations. This
is not possible in weather forecasting and the initialisatioheofriodel is important for the
quality of the results.

Over the last decade, the horizontal resolution of regional climatgels was about
50 km. However, a horizontal resolution of 50 km is still too coarseliimate change
investigations that concern hydrology or water management imamioigally structured
regions (GIRISTENSENet al., 1998). Effects caused by small scale orography likeyvall
winds, variations in near-surface temperature, orographically inqureedgitation as well
as river discharge for small and medium sized catchments caanmobdelled accurately

or are even missing in simulations with 50 km resolution. For such psipo$®rizontal



resolution below 20 km is necessary to resolve the high horizontalimaed¢pendent
variability of meteorological variables. The few regionamete studies that have been
carried out with horizontal resolutions finer than 20 km reveal thdt bigh-resolutions
are able to realistically capture regional climate feat(@RISTENSENet al. 1998, EUNG

et al., 2004). However, the increase of resolution does not necetsadilio a better per-
formance (MBRE et al., 2001). The error from global models is carried over intoethe
gional models and often this error increases with increasing resoluti®ms{ENSENet al.,
1998) and depends on the variable considered. A detailed comparison betwesmd|
high-resolution runs is therefore necessary for each spesgfiorr to determine the added
value of high-resolution simulations. Up to now, there have been masy questions
regarding parameterisations and numerical issues in high-resofaglional climate simu-
lations. Therefore, high-resolution climate simulations with horizorgablutions finer
than 20 km were performed and evaluated in this thesis to gamerflkhowledge about
the added value of such simulations in complex topography and to budersitivity of
the results with respect to parameterisations and numericaithigs used. The investiga-
tion area for all high-resolution simulations, as presented Isetiege region of Southwest
Germany. Due to the geographical situation (vicinity of Alps) and the exmgbography,
the region is adequate to demonstrate the skill and to detect the problems o§abigtiere

climate simulations.

In regional climate simulations, the adequate simulation of the ggeseat the surface
becomes more and more important due to the fact that the modeleidoaresolve
mesoscale phenomena. Mesoscale phenomena, e.g. valley winds oticonaee highly
influenced by the temperature of the soil and the soil moisturentoiite improve the
prediction of the surface parameters, which are the lower boundaryicoradithe atmos-
pheric part of the regional climate model, and to study the influefthe soil-vegetation
model, the soil-vegetation model VEG3D c(@DLER, 1990) is implemented into
COSMO-CLM in this thesis. In contrast to the operationally ussbvegetation model
TERRA LM (Dowms et al., 2005), VEG3D has an explicit vegetation layer and should
therefore yield better simulation results for high vegetation f@RRA_LM. The new
scheme is expected to improve the modelling of soil processesvatadt cycle in
COSMO-CLM.
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An estimation of the consistency of the results obtained bymabiclimate simulations
can only be obtained by performing ensemble simulations, becausémate®f the un-
certainties can be given in the results with one single clisiatalation. First projects of
assessing and evaluating climate change for present and futurerfsembles of regional
climate model simulations and for assessing the uncertaintesh predictions have been
carried out or are ongoing in the EU-projects PRUDENCEIR(€ENSEN and
CHRISTENSEN 2007) and ENSEMBLES @#wviTT, 2005). Ensembles can be created by
using different driving data sets, different regional clirmtalels, different model param-
eterisations, different model setups (e.g. different horizontalusn or parameter data
sets), and perturbing the initial and boundary conditions. In this thiksisincertainty in
the high-resolution simulations is determined by ensemble simulatsomg different driv-

ing data sets, model parameterisations, and different model setups.

Ensemble simulations for climate time scales are very tamsuming and methods are
therefore being developed that may replace the explicit siimlaf every single day. One
possibility is statistical-dynamical downscaling. This methea applied in this thesis and

its potential in regional climate prediction was investigated.

Before using a regional climate model for the prediction of é&utlimate, evaluations of
the model results for the past and present are performed to tesuitee model is able to
reproduce the current climate right. This is often done for the period from 1960 to
2000 due to the observation density that is highest during this timegkaige driving
data sets are available. As the climate change is most prododumeeg the last two dec-
ades and simulations for a climatological 30-year period areito® ¢onsuming, the
evaluation of the high-resolution simulations was done for the 1990ssirihesis. The
focus of evaluation is on the 2m-temperature as an important metecablegriable to
detect climate trends and on precipitation as one important \@mdldhe hydrological
cycle. The change in the water balance of the soil is inetstigDue to the lack of ade-

quate observations this can only be done qualitatively.

The aim of this thesis is to gain deeper knowledge about the giysitihigh-resolution

regional climate simulation with COSMO-CLM in different modetups and also to im-
prove the simulation results. This is done by (1) the performancevahgation of ensem-
ble simulations for the area of Southwest Germany, which adktosdetermine a suitable

model setup for such simulations for that region, (2) the implementafi a new soil-



vegetation model to determine the influence of the lower boundary on hajbti@s re-
gional climate simulations and (3) the introduction of a ste#istiynamical downscaling

method to save computing time.

In the first part of this thesis ensemble simulations artuated to determine an optimal
simulation set-up for high-resolution simulations in Southwest Gerraadyto determine
the uncertainties in such simulations. The regional climate diimileesults and the driv-
ing data from the global models were evaluated against observiatidatermine the error
propagation from global to regional simulations. The evaluation of giferkesolution cli-
mate simulations was done using DWD observation data provided by PIK.

In the second part of this thesis, simulations with both soil-vegetanodels in stand-
alone mode and online coupled to COSMO-CLM are compared to detetmaimdltience
of soil-vegetation model on climate simulations. For climate sitrans, freezing and
melting processes in the soil had to be implemented into VEG®Ddar to obtain realis-
tic simulations of soil temperature and energy transfer asulface during the cold sea-

sons.

A third topic of this thesis is the development of a strategyaforefficient statistical—
dynamical downscaling scheme to replace time consuming continumatekimulations.
This saving of time would enable the performance of a high amoumisefrible simula-

tions to statistically evaluate climate change predictions.

The thesis is structured as follows. An introduction into regiohalate modelling is
given in the second chapter. In the third chapter, a descriptitm COSMO model is
provided. Sensitivity studies for the determination of an adequatel reetlg for high-
resolution regional climate simulations for Southwest Germaeypeesented in chapter
four. In chapter five, the further development of VEG3D, the introductioneeking and
melting processes in the soil, and the coupling with COSMO-CLM:@gp&ained. In chap-
ter six, comparisons between VEG3D and TERRA_LM in stand-alone marudienline
coupled to COSMO-CLM are shown. The development of a statistyremical down-
scaling method and comparisons with continuous simulations and obsenagopse-
sented in chapter seven and conclusions and an outlook are given in chapter eight.



2 REGIONAL CLIMATE MODELS AND SIMULATIONS

The necessity of regional climate simulations for climatpaot studies has been recog-
nized since the end of the 1980s. At that time, general circulatimelsn(GCM) had a
resolution of about 300 - 500 km and it was therefore not possible to user€Qis for
regional climate impact studies@dGHTON et al., 1990). The first regional climate simula-
tions were carried out byIEXINSON et al. (1989) and BRGIand BATES (1989). The term
“regional” in this context means scales of 10 10 km? (IPCC, 2001). Scales larger than
10" kn? are called “planetary scale” and scales lower thdrkaf are referred to as “local
scale”. The horizontal resolution of recent regional climate sitimns reaches from about
50 km to 10 km.

Today, GCMs are run on scales lower than 50 km in operational wéatbeast mode,

e.g. GME (MhJEwsKI et al., 2002), and variable resolution GCMs are developed that can
be run at any horizontal resolution. In the future, these variable G@d§sreplace the
RCMs in regional climate modelling. Nevertheless, the developofevariable resolution
GCMs is just in its beginnings and it is unlikely that GCMd wih on a 10 km scale for
climate time scales in the nearer futur&ehG et al., 2003). Besides the adaptation of
physical parameterisations in GCMs (e.g. convection paraméi@mnisthat would be nec-
essary for using GCMs at different horizontal resolution, tteedsio the problem of limi-
tation in computer power. Until computer power reaches the requiret] tegional cli-
mate simulations with limited area models are a growing field witlerand more applica-

tions in the climate impact research.

Regional climate models (RCM) are limited area models andftire need driving data at
their lateral boundaries. Generally, GCM results are used as drivingrdhthis process is
called nesting a RCM into a GCM. Normally, one-way nestirapjdied. This means that
the RCM takes the GCM results as driving data at its ldbexandaries but the results ob-
tained by the RCM are not fed back to the GCM simulation. The boymnelaxation of
RCM results to the GCM results is often done in line witviBs (1976) with an exponen-
tially decreasing weight in the buffer zone. This buffer zanesists of up to 10 grid boxes
at each lateral boundary.



RCMs should not merely interpolate GCM results but they should ba@blmulate local
atmospheric feedback mechanisms that cannot be resolved by tise goiar size of
GCMs. This added value and the downscaling ability of nested RCsdesm ascertained
by “big brother” experiments, which can help making decisions abouaidosize, loca-
tion of simulation area, resolution jump from GCM to RCM and updatpiérecy of lat-
eral boundary data @\is et al., 2002, BENis et al., 2003). In such experiments, first a ref-
erence RCM simulation (called the Big Brother) is performed over a demgain and then
this data is used to drive another RCM (the Little Brother) smaller domain. The effect
of degrading the resolution of lateral boundary conditions, spatiallytemgorally, is

studied by comparing the big and little brother results.

The RCM domain size should be large enough that the model can siimédabscale ef-
fects without too much influence of the lateral boundariesGREGOR 1997) and it
should be small enough that the circulation in the RCM does not tifenuch from the
circulation given by the GCM QhEset al., 1995). Otherwise this difference in circulation
patterns can lead to inconsistency errors at the outflow boundanesway to avoid such
inconsistencies is to force the RCM to follow the GCM pattéynshe spectral nudging
technique ($orcHet al., 2000).

Forecasts of GCMs or reanalysis data sets can be used/iag data for the RCM. Re-
analysis data sets are produced by running GCMs for paastieeevith assimilated obser-
vations. Therefore, they can be considered as the best method wélatieg observations

to a regular grid. In general, reanalysis data is betterdstatdrive a RCM than forecast
GCM data (®Jiasand %TH, 2003). The jump in horizontal resolution between GCM and
RCM can be up to a ratio of 12 to yield realistic results fgioreal climate simulations of
45 km horizontal resolution @\is et al., 2003). For RCMs with a horizontal resolution of
about 45 km, the lateral boundaries should be updated at least every 12Bedwesen
simulations with an update every 3 and every 6 hours only smallafitfes can be noticed
(DENIs et al., 2003). The update period should be smaller than one quarter didhaf ra
the length scale to the phase speed of the meteorological phenomena that penetrae ove
boundaries into the RCM domain.

Most RCMs are hydrostatic (i.e. the equation for the verticalcitglis reduced to the hy-
drostatic equation) such as REMQ\¢dB and ®DzuN, 1997) or RegCM (®Rail et al.,
1993), but there are also non-hydrostatic RCMs such as MMBL(Get al., 1994), CRCM



8 2 Regional climate models and simulations

(CavA and LaPRISE, 1999) and COSMO-CLM (8Hm et al., 2006). Non-hydrostatic mod-
els represent deep convection and mountain waves with largealertition better, which
Is important for horizontal resolutions finer than 10 km. However, thechddlue by non-
hydrostatic models has yet to be proven because most intercompaogarispfocus on
horizontal resolutions of 30 km and beyond. From operational weather fargciss
well known, that for explicit simulation of convection, for example, higdrostatic ap-

proximation does not hold.

As is the case of GCMs, a variety of parameterisationsas in regional climate models.
The resulting spread of simulation results obtained by using eliffeegional climate
models has been investigated in many studies (MERCURE over Eul&&S Pver the
United States, RMIP over Asia, IRI/ARCs over South AmericaN@/et al., 2004 and
references therein)). The large-scale patterns are wedsamtied by nearly all RCMs but
there are large differences between the single models, dependihg oegion and the
season considered. A present-day climate model intercomparison on &alershows a
warm bias of RCMs in winter and summer and a cold bias in ti@msi€asons compared
to observations ArosB et al.,2007). In summer, a better agreement of observed and simu-
lated values of inter-annual variability is found than in winter. thivel IPCC Assessment
Report found that RCMs with a horizontal resolution of 50 km have a biaRUE and a
precipitation bias of +/- 50% (IPCC, 2001). The model error in G&\bout +/- 5°C and
-40 to 60% in precipitation @UNG et al., 2003).

The predictive power of RCMs is mainly limited by three factors: thermmaties in driv-

ing data, the uncertainties in physical parameterisations, arahaotic nature of the cli-
mate system (MWNG et al., 2004). RCMs show quite realistic climate signals wioem- c
pared to observations, but are unable to “correct” systematicsemn large-scale circula-
tion from driving data (BRISTENSENet al., 1998).

Furthermore, the results of RCMs can be influenced by vegetatiametars used for
modelling the exchange between soil and atmosphere, which are providekasl pa-
rameters from different land use maps. The use of different pteaiata sets can cause
differences in monthly mean 2m-temperature of up to 1.5U¢0¢B, 2007).

An often discussed topic is the evaluation of climate simulationthd past this was pri-
marily done by using gridded data sets (e.g. Climate Résé&hnit (CRU) data (Hw et



al., 2000), WLLMOTT and MATSUURA (2001)). One reason for this, and a serious disadvan-
tage, was the low density of the observations (IPCC, 2001). In thelgzzsle, the density
in observation stations has increased considerably. Hence, more sawmhat also use
station data to evaluate the results of the nearest grid bokE®RG and HNES 2004).
The grid box value of a simulation is always an area mean atatian value is a point
observation that cannot be compared directly if the model resolutioo isoarse. Even
when high density observations are available we have to take intonatcheumeasure-
ment error in our comparisons of climate simulations with obsenatiEspecially for
precipitation, the correction factor given by some studies tharrange of 15% ¢l et
al., 2003) and for winter periods, where the differences are larger, even inghef@9%
(HAD, 2003).

Dynamical downscaling using RCMs is only one method for downsc@@i results on
regional scales. There are also statistical methods usedbvanscaling (W.BY et al.,
2002). In dynamical downscaling, a high-resolution RCM is nesti&da coarser resolu-
tion GCM and every day of the investigated period is simulageddontinuous simulation
with the RCM (McGREGOR 1997). The advantage of this method is its ability to resolve
small-scale atmospheric features, e.g. valley winds and orogrpmgipitation. The dis-

advantage is the high computational demand due to the explicit simulation of eyery da

In statistical downscaling it is assumed that regional ¢énig mainly a function of the

large-scale atmospheric state. Large-scale variables, knopnedistors, from GCMs are
used to determine the regional climate variables as predict&@€,(P001). The assump-
tion is made that the relationships found between them are alsanvétid future. Three

main techniques can be identified in statistical downscalingwéBther generators that
randomly generate realistic looking sequences of local climaiables depending on
GCM results; (2) transfer functions that give a quantitatationship between predictor
and predictand; (3) weather typing schemes that relate an atmodphge-scale state to

local climate variables.

A mixture of dynamical and statistical downscaling is thdistieal-dynamical down-

scaling (RENTES and HEIMANN, 2000, REY-BUNESS et al., 1995). Typical weather pat-
terns from GCM results are classified and each weathesrpa#t represented by its fre-
qguency. For each weather pattern, a RCM is used to simulaaedbeding weather period

and the resulting daily means of meteorological variablesamamed up, weighted by
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their frequency, to receive annual mean values. The advantagesroéthad are that it is
valid under future conditions because GCM forecasts can be usetiag dnd classifica-

tion data and that it is not as time consuming as dynamical downscaling.

The growing interest of administrations and policymakers in regidimahte change and
climate impact studies has led to many studies of trendtabetend future climate change
for individual regions. The KLIWA project has been initiated for Soe$twGermany,
which aims to detect present and future climate changes withua éochydrology. It was
found that the climate conditions have changed especially duringaghehtee decades
(GUNTHER, 2004, SrAuUB, 2004). Comparisons of the results of different downscaling
techniques for present and future climate have been carried aut thits project with the
aim to provide reliable results of the influence of climate chamgthe water cycle. The
result was that the statistical-dynamical method givesroetsalts for present day climate
than the dynamical downscaling for Southwest Germany (KLIWA, 2086)vever, re-
gional climate models have improved considerably and studies witimgveved models

are under way.

Summaries on regional climate modelling, downscaling techniques ghdrfahallenges
in regional climate simulation can be found ItGREGOR(1997), GORGI and MEARNS
(1999), IPCC (2001), £UNG et al. (2003) and WAG et al. (2004).

The regional model COSMO-CLM that is used for the following sgitBedescribed in
detail in Doms et al. (2005), Bohm et al. (2006) and Will et al. (RO@7summary of
model history and a short model description is given in chapter; tirébe following
chapters only the components relevant for the related study apdrémaeterisations used

are described.

Based on the information described above, a model setup, simulation ctaaduation

strategy has been composed for the following studies: reandbptsiss used as driving
data for the regional climate simulations of past decadedownscaling chain is per-
formed to keep the jump in horizontal resolution within reasonableslifiist a coarser
resolution COSMO-CLM simulation is nested into the reanalyse wé&h an update fre-
guency of boundary data of six hours and then the results of the cegisgal model are
used to drive the high-resolution simulations with an update frequentyed hours

(Fig. 2.1). The domain size for the regional model simulations is ctepsalh enough to
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ensure there are no large inconsistencies between RCM and GG@M péfsonal com-
munication, 2005). The horizontal resolution used for the high-resolution gwmslli be-
low 20 km. The validation of the high-resolution climate simulations has dene using
observation data obtained from the PIKS{ERLE et al., 2006). In this thesis, the evalua-
tion of climate simulations is done by comparing point measuremettisive weighted

mean value of the nearest four grid boxes of the simulations.

In the following studies mainly the results of simulations for 2m-temperanul precipita-

tion are discussed. One should keep in mind that these are only the results of a long process
chain and that 2m-temperature is just a diagnostic variableefdney it would be more
suitable for model validation to evaluate variables like heat $lukgegrated moisture
content for the grid box column, or radiation balance components. Howevaiide
observations of these parameters are not yet available. Herscgerterally assumed that

when the regional model is able to reproduce precipitation and 2m-texmeerall other
processes like circulation patterns and three dimensional metaoablegriables are rea-

sonably well simulated.

GCM
~200 km

every 6

hours

L 4

RCM
50 km

gvery 3

hours

Figure 2.1: Downscaling chain for high-resolution runs.

RCM
7or 14 km




3 DESCRIPTION OF THE COSMO MODEL

The Lokal-Model (LM) has been the operational limited areackstemodel of the DWD
since December 1999. LM is designed for mpsoxd mesa- scales (Fig. 3.1). Especially
on mesoy scales non-hydrostatic effects begin to play an esseotal(Dowms et al.,

2005). Therefore, the LM equations are non-hydrostatic and fully compressible.

More than 10 European meteorological services are participat@@SMO (Consortium
for Small-Scale Modelling) and are running and developing the LMofmerational
weather forecast. In 2007, LM was renamed the COSMO model ¢ztrdile joint effort.
The model is available free of charge for research purposes amdottee in which the
model is run is specified by the appendix to the model name xBorpde, COSMO-EU is
the operational forecast mode used at DWD with a horizontal grangpaf 7 km, a do-
main covering the whole of Europe and data assimilation. COSMGsBiteishort range
weather prediction mode at DWD running on a 2.8 km horizontal resolution aatan
covering the whole of Germany. COSMO-CLM is the climate mafdbe model with no
prescribed horizontal resolution or simulation area, with updated viegetzrameters
and with no data assimilation. All descriptions of dynamics, nusema parameterisa-
tions given in the following chapter are valid for the forecast the climate mode of the

COSMO model.
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Figure 3.1: Definition of meso- and microscaleT{&.L, 1988).

[e—————microscale




3.1 Dynamics 13

3.1 DYNAMICS

3.1.1 MODEL EQUATIONS

The equations in this subsection have been taken over from the manetoesof Doms
and HATTLER (2002) (page 9 and 48/49). The COSMO model uses the basic conserva-

tion laws for momentum, mass and heat:

dv

,OE=—Dp+,og—29><(,0\/)—D[ﬂ, (3.1)

do
—=-pv, 3.2
e (3.2)

dq”
=00+, 3.3
L (3.3)

de

pa:—pD@—DEﬂJe+R)+£. (3.4)

Bold symbols are used to represent vectors and bold underlined symbaddgeirdiiadic

tensors. Scalar and vector products are indicated by - and x respectively.

The following symbols are used:

t: time p: pressure

T: temperature p*: partial density of mixture constituent x

p : total density of air mixture g”: mass fraction (specific content) of constituent x
e: specific internal energy v: barycentric velocity (relative to the rotating earth)

| *: sources/sinks of constituent x J,: diffusion flux of internal energy

J*: diffusion flux of constituent x R : flux density of solar and thermal radiation
t: stress tensor due to viscosity ¢: kinetic energy dissipation due to viscosity

g: apparent acceleration of gravitf2: constant angular velocity of earth rotation

(: gradient (Nabla) operator %: total (Lagrangian) time derivative operator
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The index x represents a specific constituent of the mixture with

x=d for dry air,

X=V for water vapour,

x=1 for liquid water, and

x=f for water in the solid state, i.e. ice.

From this set of basic equations written in the advection formtamative set of basic
equations can be derived, consisting of prognostic equations for tempge@essure,
wind velocity, and mixing ratios and a diagnostic equation for thdeaisity. The mete-
orological variables are averaged over the volume of the grid box andhevtime step.
Afterwards, they are split up into a mean value (the grid scile)vand a deviation from
this mean value (the sub-grid scale value). The sub-grid scaksvae then calculated by
physical parameterisations. Some simplifications are madeebitiese basic equations are
transformed to a rotated spherical grid: (1) all moleculareBuare neglected except the
diffusion fluxes of the liquid and solid forms of water, (2) the spetigéat of moist air is
replaced by the specific heat of dry air and (3) the pressiaege due to changes in the
concentrations of the water constituents resulting from diffusion dlaxel phase transi-
tions are neglected. Afterwards, a hydrostatic balanced katseastrest is introduced and
all model variables are described as a sum of base statgidsstale deviation (perturba-
tion). This has the advantage of removing horizontal base-state prgsadient terms in
the equation of motion and this reduces the computational error in théatiah of the
pressure gradient force in the case of sloping coordinate surfidee®quations are then
transformed to a time-independent terrain-following coordinatesysd produce a sim-
plified formulation of the lower boundary conditions. Operationally, a predsased hy-
brid coordinate is used. A detailed description of the transformagms stn be found in
Doms and $HATTLER (2002). Eventually, seven prognostic equations and one diagnostic
equation for horizontal wind velocity, vertical wind velocity, pertuidratpressure, tem-
perature, water vapour, liquid and solid forms of water, and totaltgesfsair form the

basis of the model system:
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Horizontal wind velocity:

u_ { 1o, Vva} fou 1 [a_p i%a_p]% (35)

ot acosp 01 0{ pacosp| 04 [y 04 9
ﬂ:_{lai } »0v_110p°_ i%a—p +M (3.6)
o |aog o paldg Jyopol) '

Vertical wind velocity

a_vv: 1 ow Daw 9 P Op'
at {acos¢( Vcos¢a¢j} a fypoc M

. (3.7)
wgPe (T—To)_To_pJ{&_llqv_q'_qf
p T T, Ry
Perturbation pressure
ap 1 ap DapI de
co + - D 3.8
ot {acos«p[ Y S¢a¢]} a7 "IN P (3:8)
Temperature
oT 1 dT DaT 1
—=- VCOo ——-————pD+ 3.9
ot {acosqﬁ[ ¢ ¢j} 0l o, pD+Q; (3.9

Water vapour

aqu_{ 1 (uaq +vcosp j} 7% (s +s')+M M, (310

ot acosgp| 04 0¢ od
Liquid and solid forms of water
aql,f B 1 aql aq Daql f g ,00 aR ;
= - u - Z
ot acosp| 04 ¢ 0¢ \/;_/ o 07
(3.11)
+S|,f + Mq|,f

Total density of air

p= p{R{l{%-quv-q' -qf]T} (3.12)
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The symbols in equations 3.5 to 3.12 have theviolig meaning:

T,, Py, P, - base state values of temperature, pressure asityle

S .S : cloud microphysical sources and sinks due te@lchange

MM, M,, M, : source terms due to small scale turbulent mixgupgrid scale moist

convection, lateral boundary relaxation, computatiomixing, and Rayleigh damping

scheme
Cva: . Specific heat of water vapour at constant pre&ssur

Cod: Specific heat of dry air at constant pressure

D: divergence of the wind field fMiabatic heating

P.+. precipitation fluxes R gas constant for water vapour

Rq: gas constant for dry air ¢ : rotated latitude

p: density A: rotated longitude

{: terrain following vertical coordinate p’: gridae pressure deviation

¢ : contravariant vertical velocity \/;_/: variation of reference pressure with

En: kinetic energy of horizontal motion  ;Vabsolute vorticity

3.1.2 ROTATED COORDINATE SYSTEM

Typical applications of the model cover areas efdize of a few million square kilometres
(e.g. the whole of Europe), which makes it necgstatake the curvature of the Earth into
account. Therefore, the model equations are writtespherical coordinates. However,
when using spherical coordinates, two problemsafne is the “pole problem”, which

means that the geographical poles represent alaritgudue to the convergence of the
meridians, and therefore special measures have taken when a geographical pole lies
within the simulation domain. More often, howevigre second problem (also connected
with the convergence of the meridians) is encogatevarying horizontal resolution with

latitude away from the equator. A suitable way tmid both problems is realised in
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COSMO: the rotated grid. The computational spheroerdinate system is rotated in
such a way that the intersection of the equatorthadrime meridian of the new system
passes through the simulation domain, thus avoidney pole problem and providing
minimal convergence of the meridians at the same {iFig. 3.2). The necessary coordi-

nate transformations are performed during pre astipocessing.

30w 20w 10w OE 10E 20E 30E 40E 50E

55N

50N

)
o

45N

rotated latitude
1
S

-15

35N

-20 -15 -10 -5 5 10 15 20
rotated longitude

Figure 3.2: Geographical longitude (blue) and latitude (red)the unrotated grid. The

dashed line indicates the equator in the rotatéd \@ith pole coordinates 32.5°S and
10.0°E in the unrotated system. The rotated 0° dveeri corresponds to the 10°E geo-
graphical meridian (bMs and $HATTLER, 2002).

3.1.3 TERRAIN FOLLOWING COORDINATES

In the vertical, a time-independent terrain-follagyicoordinate system is used with user-
defined grid stretching. The vertical coordinatespecified by a unique transformation
relation z = f()l,¢,(). A twostep procedure is applied to keep the nurakformulation

of the model equations independent of the choidg ffst a terrain-following transforma-

tion is done using a user-defined coordinﬁtand thenf Is mapped to the computational
coordinate using a monotonic functiomin the formZ = m(¢) (Fig. 3.3). Three options

for the terrain-following coordinaté; are available: (1) a reference pressure basedieoord

nate, (2) a Gal-Chen height-based coordinate, &hdh (height-based SLEVE (Smooth

Level Vertical) coordinate.
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Figure 3.3: Mapping of an irregular curvilinear grid with arain following coordinatef

onto a rectangular equidistant ggd(Doms and SHATTLER, 2002).

3.2 NUMERICS

3.2.1 GRID STRUCTURE

The meteorological variables are staggered on akaiva C-grid horizontally. Vertically,
a Lorenz grid staggering is applied: the scalaesdafined at the centre of a grid box (main
level) and the normal velocity components are @efion the corresponding box faces
(half level in the vertical) (Fig. 3.4, Fig. 3.5).
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Figure 3.4: A grid box volume showing the Arakawa-C/Lorenzggfaring of the prognos-
tic dependent model variablesdis and £HATTLER, 2002). T represents all scalar vari-

ables.
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Figure 3.5: Vertical staggering of variables and metric terma grid box column with N
layers (Dbms and $HATTLER, 2002). Dashed lines are the model half levelarsdgimg the

main levels (full lines).

3.2.2 TIME INTEGRATION

Numerically, the prognostic equations are solvedaliyree time-level leapfrog method
(horizontally explicit, vertical implicit) for horontal grid size resolutions coarser than
3 km. A time-split integration scheme, includingensions proposed by&vwArRoCK and
KLEMP (1992) is used in the leapfrog scheme: the pragnesguations are separated in
terms containing fast and slow processes. Thisabpesplitting is necessary because the
unfiltered equations contain sound and gravity wawehich normally require a rather
small time step. In the leapfrog scheme, termsasoimy slow processes (e.g. advection)
are stepped forward from the time lewet At to time levelt + At and terms containing
fast processes are stepped forward from time levelt to time levelt + Atin nsmaller

stepsit, . This splitting makes the code much more effici&ng. 3.6).
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Figure 3.6: The KLEmMp and WLHELMSON (1978) time-splitting algorithm (@vs and
SCHATTLER, 2002).

3.3 INITIAL AND BOUNDARY CONDITIONS

For COSMO-CLM, five different data sets are avddahs driving data (Tab. 3.1). Addi-
tionally, COSMO simulations at high resolution daa driven by COSMO simulations
with coarser horizontal resolutions. At the latdsalindaries, a one way nesting with Da-
vies-type lateral boundary formulation is appliet at the top of the model domain a
Rayleigh damping layer is used. The model has agaaone of several grid boxes where
the simulations are adapted towards the driving.d&tte horizontal extent of the computa-
tional domain is chosen smaller than the total rhddeain to implement boundary condi-
tions and to apply the domain decomposition stsatéy general, the boundaries of the
physical domain within which the model equations imtegrated numerically, are placed
two grid points away from the border of the totahwhin. In the two grid point frame out-
side the physical domain all model variables atet@especific boundary values but no
computation is done. After the initialisation, wedhe meteorological variables are taken
over from the driving data set for the whole maodignain, the lateral boundary conditions
are updated regularly. The soil moisture and sorigerature profiles are only initialised
once at the start of the simulation for the whatendin and are only updated at the lateral

boundaries therafter.



3.4 Physical parameterisations 21

Name Approx. reso-| Time covered Type Suitable for prognoses
lution (km) of future climate

ERA-40 125 1950 - 2002 Reanalyses No

NCEP 210 1948 - present Reanalyses No

ECHAMS | 150 1960 - 2100 Climate runs  Yes

GME 60 1999 - present Analyses No

HadCM3 | 300 1960 - 2100 Climate runs  Yes

Table 3.1 Available large-scale driving data sets for COSKOM. ECHAMS is the
global model operated by the Max-Planck-Institude Meteorology, Hamburg, GME is
DWD’s global weather forecast model and HadCMa&s iHadley Centre Coupled Model

version 3.

3.4 PHYSICAL PARAMETERISATIONS

Subgrid-Scale Turbulence

A prognostic turbulent kinetic energy closure atele2.5 after MLLOR and YAMADA
(1974) is applied, including effects from subgrae condensation and from thermal cir-

culations.
Surface Layer Parameterization

Surface scheme based on turbulent kinetic energgpsed, including a laminar-turbulent
roughness layer.

Grid Scale Clouds and Precipitation

Bulk microphysics parameterisation for precipitatimrmation including four hydrome-
teor species (cloud droplets, raindrops, cloud acel snowflakes). Three-dimensional
transport of precipitation and prognostic preciptais accounted for.
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Subgrid-Scale Clouds

Subgrid-scale cloudiness is calculated by an eogdifunction, depending on relative hu-

midity and height.
Moist convection

Moist convection is parameterised with theDiTke (1989) mass-flux convection scheme,
with equilibrium closure based on moisture conveoge Optionally, a KIN-FRITSCH
(1992) mass-flux convection scheme with non-equilin CAPE-type closure can be
used. The main differences between the two schebessgles the closure, are the differ-
ences in the triggering criteria for convection @hd processes influencing detrainment

and entrainment (8YDzIN, 2004).
Radiation

Radiation is parameterized according td tavo-stream radiation scheme aftarf&r and
GELEYN (1992) for short and longwave fluxes. The paransggon uses eight spectral

intervals with full cloud-radiation feedback.
Soil model

The soil processes are parameterised by the sgétagon model TERRA LM using
prognostic equations for soil temperature and watler content for several soil layers. A

detailed description can be found in subsectiornl6.1
Terrain and surface data

The model has its own databases for external tlle¢agrography, land-sea mask, soil type
and vegetation cover. The data sets are availabldifferent horizontal resolutions and
pre-defined regions covering Europe. New datacaisbe created by a pre-processor pro-

gram using high-resolution global data sets.
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A prerequisite for the study of future change®iagses how well and with what uncertain-
ties the past and present climate, and particutaiyiponents of the regional water cycle
like precipitation and evapotranspiration, can bedeiled in orographically structured

regions like Southwest Germany and to define awate simulation setup. Model results
are influenced strongly by model setup. Changirey jarameter settings can affect the
quality of the results considerably. The most int@ior parameters depend in general on
the meteorological variables considered, so thatingle set of parameters will give opti-

mal overall results. The following parameters seerhave essential impact on the results

and are therefore studied in this thesis:

Domain size:Every change in the size of the simulation areasesa change of simula-
tion results and there is no recipe for an optindomain size. Several studies have been
carried out on this issue and they mainly drawdhiadings that should be considered

when determining the domain size.

(a) The domain size should be chosen sufficientials so that the synoptic circulation

does not differ significantly from that of the dng global model @NEset al., 1995).

(b) The domain size has to be chosen sufficieatlgd so that the simulation is not tied too
strongly to the driving data if studies of interfi@icing are carried out €SH and GORGI,
1998). WARNER et al. (1997) suggested placing the boundariaesditance of at least half
the size of the investigation area.

(c) Lateral boundaries should not be placed inomgiwith strong orographic forcing

(DICKINSON et al., 1988). To save computing time, however,dbmain should be as small
as possible with still stable results. Before pening decadal simulations, it must be as-
certained that no unphysical processes are indoigelde choice of the model domain and
that small changes of the domain size and posdmmot induce major changes in the

simulation results.

Horizontal resolution: Up to now, regional climate models have been usednmonly
with resolutions of about 50 km for climate stud{éscos et al., 2007, HGEMANN et al.,
2004). For a reliable representation of local @ffee.g. in hydrologically relevant fields, a
much higher resolution is neededHfISTENSEN et al., 1998). It is not clear, however,
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which horizontal resolution is adequate to accdanthe small scale processes influenc-
ing, e.g. convective precipitation in orographigadtructured regions. Simulations with

two different horizontal resolutions below 20 kmilve compared to find out if a higher

horizontal resolution (which costs an additionaloamt of computer resources) really
yields better simulation results.

Driving data: Reanalysis data has been used as driving dathd@imulation of past dec-
ades. Different numerical models, methods and obtens create differences in the re-
analyses (Ao et al., 2006, ®MmMONs et al., 2004). BUGER et al. (1998) found that in
regional climate models, errors in summer predipitaand temperature are mainly forced
by regional processes but that in winter the boonttacing is responsible for about 40%
of the total error variance for precipitation. Téfere, simulations for two different re-
analysis data sets were performed to assess trabiiy in the simulations induced by
using different driving data.

Model setup A set of six sensitivity studies is conductedonder to quantify the uncer-
tainties in simulations due to the use of differpatameters, physical parameterisations,
dynamical methods and initialisations. Within th©@&MO model system two different
convection schemes and two time integration scheasesvell as two different formula-
tions for the CQ@ content for past and present climate, are avail&dn use in this study.
The number of hydrologically active layers is vhl@ain the model and its influence will
be investigated here. Furthermore the influenceadf moisture initialisation, which has
been shown to have considerable influence in forgtedies (8TH and GORGI, 1998,
ScHAR et al., 1999), will be assessed.

The simulation setup and the simulation domainspaesented in the first section and in

the second section, the impact of driving dataj gize (50 km, 14 km and 7 km), and soill
initialisation on the simulation results is diseesfor the whole simulation area. The

evaluation of the model setup, concentrating onatiea of Southwest Germany, is under-
taken in the third section. A sensitivity study tbe four parameters mentioned above is
also presented. The most suitable model setupeis tised to investigate the ability of

COSMO-CLM to reproduce observed trends of the sealace temperature between 1991
and 2000 for Southwest Germany.
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4.1 SIMULATION SETUP

The simulations presented here were driven by fgsem This has the advantage that this
data set is close to reality, making it possiblageess the capability of the regional model
to simulate the climate correctly when driven watflequate data. As driving data for the
simulations, ERA-40 (®MoNs and GssoN, 2000) and NCEP-DOE AMIP-II
(KanamITSU et al., 2002) reanalysis data sets were used.cdaese grid of the driving
data makes an intermediate nesting step neceSdaefore, the whole European region
was simulated with a horizontal resolution of 0.480x81 grid points) (Fig. 4.1) and the
higher resolution simulationsere nested thereif180x158 resp. 90x76 grid points for the
7 km and 14 km run). The area of the high-resatutimns will be referred to as alps do-
main. The 0.44° simulations (~ 50 km) were run fritv first of June 1988 until the end of
2001. As initialisation values for the soil modelthe 50 km simulations, climatological
values provided by the ETH Zurich were used. Thimatology data was obtained by av-
eraging 30 years of COSMO-CLM simulation (Versioa.g) with 0.44° horizontal resolu-
tion driven by ERA-40 data. Details about the simtioh can be found inAGER et al.
(2007).

Southwest Germany is an orographically structueggon bordered by the Vosges Moun-
tains in the west and the Alps in the south; iludes the Black Forest, which reaches a
maximum altitude of 1400 m, and the Swabian Juith & maximum altitude of 2000 m.
The area of investigation includes the FederaleStdtBaden-Wirttemberg, the western
part of Bavaria and the southern parts of Hessg &1). For the evaluations in subsection
4.3.1, gridded precipitation data sets obtainedh e method described irREH et al.
(2007) were used. Observations from 23 climatdostatoperated by DWD (§€YERLE et

al., 2006) (Fig. 4.1 and Tab. 4.1) were used fer camparisons presented in subsection
4.3.2 to subsection 4.3.4. Tests have shown tleatigk of gridded data sets as well as the
use of station data for comparison with the moesuits yields quite similar results.

For all high-resolution simulations, the model vens4.0 of COSMO-CLM was used.
Only the 50 km simulations were run with the oldevdel version 3.22. The physics in
both versions used here is the same and they diféenly in technical details. The time

integration is realised by a three time level leagpfscheme. The model physics contains a
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cloud scheme (Bwms et al., 2005), with prognostic precipitation andif hydrometeor spe-
cies (cloud droplets, raindrops, cloud ice and dlak®s), a mass flux scheme for convec-
tion (TIEDTKE, 1989) and a delta-two-stream radiation schenmer &trTER and GELEYN
(1992) called every hour. Turbulence is modellecltyrbulence and surface layer scheme
using a prognostic turbulent kinetic energy equmtn the basis of the level 2.5 scheme by
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Figure 4.1: Top: Simulation domain for the 50 km runs. Redhddstted rectangle: Alps
domain for the 7 km run. Blue dashed rectangle:Ipdodomain for the 7 km run. Green
solid rectangle: Investigation area. Bottom: Noafimsnain with measurement stations.

Evaluations are made inside the blue rectangle.
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MELLOR and YAMADA (1974). The model contains the multi layer soil loBERRA LM
with prognostic soil temperature and water con{etrtise et al., 2003). The soil model
comprises ten soil layers with a maximum depth ®frieters. The main levels have the
following depths (m): 0.005, 0.025, 0.07, 0.16,40.8.7, 1.42, 2.86, 6.74, 11.5. The exter-
nal parameters, like vegetation parameters, topbgrand land-sea mask are taken from

the data set provided by DWD.

Longitude (°) | Latitude (°) | Altitude [Abbreviation Station name
9.67 47.9i 56C| AU AULENDORF-SPIEGLEF
7.6¢ 47.¢ 367|BA BADENWEILER
8.9¢ 49.4¢ 17¢|EB EBERBACH/NECKAFR
8.97 49.1: 21C|{EF EPPINGER
8.0C 47.8¢ 148¢€| FE FELDBERG/SCHW
7.8¢ 48.0( 26€|FR FREIBURG | BR. HBF
8.4 48.4¢ 797|FS FREUDENSTAD
9.7: 48.9: 4921 GS GSCHWEND KR OSTALB
8.9¢ 48.3¢ 52C| HE HECHINGEN
8.17 47.7: 100¢[HO HOECHENSCHWANL
10.0f 47.6¢ 712|1S ISNY
8.37 49.0¢ 11z KA KARLSRUHE
8.7¢ 48.1( 97%[KL KLIPPENECK
7.8¢ 48.3i 15| LA LAHR
9.5¢ 48.5: 75€|LE LENNINGEN-SCHOPFLOCI
8.5¢ 49.57 96| MA MANNHEIM
9.7i 49.4¢ 25C|ME MERGENTHEIM
9.4¢ 48.3¢ 75C| MU MUENSINGEN
9.5 49.22 27€|OE OEHRINGEN
9.87 48.6i 734| ST STOETTENM
8.2¢ 48.1: 68:[TR TRIBERC
9.1¢ 47.71 49C|UE UEBERLINGEN/BODENSEI
8.4i 48.0¢ 72C| VI VILLINGEN - S.

Table 4.1: Coordinates, altitude, and abbreviation for theemsbation sites available for

comparison with simulations.
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4.2 SENSITIVITY STUDIES FOR THE WHOLE SIMULATION AREA

4.2.1 INFLUENCE OF DRIVING DATA AND HORIZONTAL RESOLUTION

Using the double nesting technique described abthvze are three possible sources of

errors in the high-resolution simulations for tihgsadomain:

1. The original reanalysis data sets can differ fréva bbservational data and can
cause spurious results of the 50 km simulations

2. The COSMO-CLM simulation with 50 km can produce aalistic results even if
the driving reanalysis data is correct and theeefmoduces spurious driving data
for the alps domain

3. The 50 km simulations give realistic driving data the alps domain, but the high-

resolution simulations give spurious results.

Due to the lack of adequate observation data foewaluation of the three dimensional
meteorological variables only a comparison of reeaface temperature (this is defined as
the temperature at 2 m height) and precipitatiopresented here. The comparison is re-
stricted to the land areas and the reanalysis @&&.50 km simulations are compared to
the data set from WLMOTT and MATSUURA version 1.02 (2001); this data set has a resolu-
tion of 0.5°. The comparison is made for the anmo@hn of near-surface temperature and
the annual sum of precipitation average over thimgdrom 1990 to 1999.

In the alps, domain differences between the twmalyais data sets of up to 2 K and
300 mm occur for the annual mean near-surface textyse and the annual mean precipi-
tation amount (Fig. 4.2, Fig. 4.3). The NCEP regsialdata is warmer in the northern and
the western part of the alps domain than the ERA, @and colder in the southern and east-
ern part. Besides the Alpine region and Southeamée, the NCEP reanalysis data shows
higher precipitation amounts than the ERA data.ofnparison with observations shows
differences of up to 4 K and 1000 mm in the alpsdim (Fig. 4.2, Fig. 4.3). The reanaly-
sis data sets are both colder and drier than teereations. One should keep in mind that
data sets with different horizontal resolutions @mpared. Therefore, some differences in

temperature and precipitation can be explainedifbgrent terrain heights. Nevertheless, it
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can be stated that there are systematic differelmemgeen the reanalysis data sets, which

can lead to different simulation results in thekB®simulations.

As for the second source of errors mentioned ahibveetemperature and precipitation dif-
ferences between the simulations with 50 km reswludriven by ERA and NCEP data
and the observations were calculated (Fig. 4.4, £5). Large negative temperature dif-
ferences occur over major mountain ranges likeAlps. This may be due to the differ-
ences in terrain height between the real and thaeitopographies. For the rest of the alps
domain, the differences between simulation andrwbsiens is lower than 1 K. Comparing
the 50 km simulation results driven by ERA and NCQER). 4.4), one can see that the
temperature difference is lower than 0.5 K in thes @lomain. That means that the differ-
ences between the two 50 km simulations are loaethe alps domain than the differ-
ences between their driving data sets. This caexpkained by the orography, which is the
same in the two 50 km runs but differ between i@ teanalysis data sets. Precipitation is
overestimated by both models in the north of Eur@seecially over the Alps and under-
estimated in the south of Europe (Fig. 4.5). Aseold in other studies precipitation is
overestimated at the northern site of the Alps anderestimated at the southern site
(JAGER et al., 2007). In the NCEP simulation precipitatie higher in the north of Europe
and lower in the south as in the ERA simulationthia alps domain the difference in an-
nual precipitation amount between the two simufetis lower than 200 mm and therefore

smaller than that of the reanalysis data sets.

The ERA simulation is colder and produces lessirathe alps domain than the simulation
with NCEP data. The differences are also observetiealateral boundaries of the alps
domain and are therefore expected to be reflegtddeohigh-resolution runs with 7 and 14
km. Over the year, westerly winds prevail. Therefone would expect higher tempera-
tures in the 7 km run driven by the 50 km NCEP duwe to the transport of warmer air

from the boundaries into the simulation domain.
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Figure 4.2 Annual mean near-surface temperature differervezaged over the period

1990 — 1999: difference between NCEP and ERA rgaisa({top), ERA and observations
(bottom, left) and NCEP and observations (bottaght). The red rectangle indicates the
area of investigation and the blue rectangle tka af the alps domain.

latitude (°N)

0
0

ONRRNWANE

000100000

0000000
000100000
0000000

latitude (°N)
latitude (°N)

NRR(
00100
0000000

00000000

o
o
o
-300
o
o
o
o

0 5 10 15 20 25 -10 -5 0 5 10 15 20 25
longitude (E) longitude (E)

Figure 4.3: Difference in annual precipitation amount averagedr the period 1990 —
1999: difference between NCEP and ERA reanalys,(ERA and observations (bottom,
left) and NCEP and observations (bottom, right)e Tad rectangle indicates the area of
investigation and the blue/yellow rectangle theaarkthe alps domain.



4.2 Sensitivity studies for the whole simulatiorar

31

latitude (°N)

latitude (°N)

sy

BPNWOIN OO
NN 0
o 9o

~NUIN
a

NRROO066C00000REN
[

0 5 10

no NowhR

15 20 25

longitude (E)

longitude (E)

K

o

[

BhAbbphEOORPENL M

o

a
i

a1
i

I
P

IN
-

latitude (°N)

I
?

-:10 -5 0 5
longitude (E)

T T I
10 15 20 25

L Abopis GOOR PNWE G
'U.|'U.|U'|U'|

o

o

Figure 4.4: Difference in annual mean near-surface temperatueeaged over the period
1990 - 1999: difference between 50 km simulatiorts WCEP and ERA (top), ERA and
observations (bottom, left) and NCEP and obsermatitottom, right). The red rectangle
indicates the area of investigation and the blatargyle the area of the alps domain.

latitude (°N)

latitude (°N)

5 10 15
longitude (E)

-10 -5 0 5 10 15

longitude (E)

Figure 4.5: Difference in annual precipitation amount averagedr the period 1990 -
1999: Difference between 50 km simulations with NRC&nd ERA (top), ERA and obser-
vations (bottom, left) and NCEP and observatiomdt@m, right). The green rectangle in-
dicates the area of investigation and the bluarggé the area of the alps domain.



32 4 Sensitivity studies

| \ | |
L K
50 r 15
1
= = L 0.75
| 0.5
%; %48 0.375
0.25
S s 0.125
h=4 h=d | o]
k= k= 46 _0.125
-0.25
-0.375
| -0.5
44 -0.75
-1
-1.5
8 10 12 14 16 0 2 4 8 10 12 14 16
longitude (E) longitude (E)

b
;

latitude (°N)
latitude (°N)

N
@
f

IN
>
T

longitude (E) longitude (E)
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The temperature differences between the NCEP andERA simulations with 7 and 14
km resolution are smaller for higher resolutiong(B.6). The differences in precipitation
amount increase with increasing resolution. Ashim 50 km simulations, the NCEP simu-
lation is warmer and yields more precipitation thhe ERA simulation. The temperature
differences between the simulations are even Idiam in the 50 km runs (0.3 K). With
increasing resolution, the differences in prectptaamount compared to the 50 km runs

and the reanalysis data increase by up to 1000 vemtioe Alps.

Differences observed between the two reanalyses skt are passed on through the down-
scaling chain and are still visible in the highelesion runs. The differences in tempera-
ture are smoothed out but the differences in pi@tipn prevail and are even strongly en-

hanced by higher resolutions.
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4.2.2 INFLUENCE OF INITIALISATION

A third aspect which affects the model results desidriving data and model resolution is
the initialisation of the model. The atmospheritiatisation is not as important as the soil
initialisation because the memory of the soil lastech longer. The soll initialisation can
therefore exert an influence on the simulation ltesaver many years. ANG et al. (1995)
found that most land surface schemes need attigastears of spin-up time depending on
vegetation type and initial soil moisture contefte initialisation of the soil temperature
and the soil water content that is taken over ftbenreanalysis data is rather inadequate.
The reanalysis data often contains less soil latyes the COSMO-CLM model and also
the soil types that influence water and heat cotndtic can differ between the driving
model and regional model. Furthermore, a diffesmit model is used in COSMO-CLM
and the models used to produce the reanalysis @ats.implies that the profile of soil
water content and soil temperature taken from tidng) data can differ considerably
from the profile which would be produced by COSMQMitself for that grid point. In
the literature several initialisation methods aeommended for soil temperature and soll
water initialisation. One method is to use climagtal values (RDELL et al., 2005). Such
climatology for each day of the year was providgdhe ETH Zurich for the 50 km grid
(see section 4.1). To initialize the simulatiore thimatological values for soil temperature
and soil water content were extracted from the datafor the day of the year, which is
equal to the initialisation day, and the ERA valwese replaced by these climatological
values. To determine the differences between tleimnialisation methods, two simula-
tions from 1988 to 2001 were performed: one with dhiginal ERA initialisation and one
with the climatological initialisation, each withherizontal resolution of 50 km. The soil
has nearly reached a steady state in both simogagitier two years. At that point the root
mean square deviation between the two simulatibosvs only small differences in soil
moisture and soil temperature in the upper soklevor all land points (<3 vol.-% and
<0.6 K) (Fig. 4.7). An annual cycle with a higheot mean square deviation in summer
than in winter can be observed. This is due to eotion during the summer months. The
small differences in soil temperature and soil muweslead do a non-linear feedback with
the development of convection and rainfall, whikart leads to an enhancement of differ-
ences in soil moisture and soil temperature betwleermwo simulations. This annual cycle
persists over the whole simulation period and lgadsandom differences in the annual
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precipitation sum and in the annual mean near-seitiemperature in the whole simulation
area (Fig. 4.8). The root mean square deviatioanimual mean near-surface temperature
and evaporation between the two simulations dirhessduring the first three years and
stays constant afterwards. The root mean squanataevin precipitation stays constant
over the complete period and shows no decreasagltive first years (Fig. 4.9). It is not
possible to determine, which of the initialisatiagigses better results because the differ-
ences in annual mean near-surface temperaturenakes than measurement accuracy
after several years. Nevertheless, the use of lttratological values for initialisation is
recommended for consistency reasons and is usedd@imulations presented in the fol-

lowing sections.
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16 —T 1.42
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. —W 0.16
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Figure 4.7: Root mean square deviation for all land pointsaf temperature (top) and
soil moisture (bottom) between simulation with ora initialisation and climatological
initialisation for different soil depth (blue: 0.9@n, red: 0.16 m, green: 1,42 m).
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4.3 SENSITIVITY STUDIES FOR SOUTHWEST GERMANY

4.3.1 INFLUENCE OF SIMULATION AREA

In the southern part, the area of investigationseaidthe alpine foothills and it would be
convenient to have the boundary of the simulati@a @ this region. It is well known that
placing the model boundary in mountainous regiarslze inconsistent with the boundary
condition formulations and causes difficulties live tsimulation of the vertical wind field
because of the non-hydrostatic formulation of thedeh. Alternatively, the whole alpine
region has to be simulated with corresponding CB&isc To investigate the behaviour of
the vertical wind field in the area of interestotsimulations were performed: one for an
area without the Alps, referred to as no-alps-satioth, and one for a larger simulation
area containing the Alps already referred to as-almulation (Fig. 4.1). Both simulations
were driven by the 50 km simulations obtained VERA-40 reanalysis as driving data and
were run from June 1988 to December 2001. In comgdine two simulations cases with
high precipitation amounts and either southerlyartherly winds are of interest. There-
fore, March 1991 was chosen for a comparison otwlesimulations. During this period
very humid air is transported from the south ower Alps into the investigation area. The
results for the 22nd of March 1991 are presented he a case study. The findings are
valid also for all other days during this periodh this day the vertical wind velocity in the
alpine foothills is much higher in the no-alps-siation than in the alps-simulation
(Fig. 4.10). This vertical wind leads to condermaf humidity and increasing cloudiness.
The condensed water is transported into the iryesbn area by the southerly winds,
where it leads to an enhancement of precipitat@mnpared to the alps-simulation. A com-

parison with gridded observations shows that thisaacement is unrealistic (Fig. 4.10).

In view of these unrealistic wind fields and pretpon patterns, the complete alpine re-
gion should be included in the simulation aread&termine how large the domain should
be, Panitz (personal communication, 2007) performeskt of simulations with varying
size of the simulation area for March 1991 to sttty sensitivity of modelled total pre-
cipitation. The size of the model domain was thly omodel parameter being varied.



4.3 Sensitivity studies for Southwest Germany 37

a
=}

Pals

;
©o
o
1
T
o 8

IS
?
T T
latitude in degree
v
L

NANNV VY
ANV

IS
i

latitude in degree
&
T
N AR

47.54

i
2
ANy
~x

] N :
N
N R R A A
ShAbLhORNOAOO

a7 T T y ' y T
75 8 8.5 9 9.5 10 105 11 75 85 9 95 10 105 11

longitude in degree longitude in degree

mm
49.54

49

48.5

48

T
latitude in degree
S
(52
T

latutude in degree
S
<]
T

47.5

T
N
N
v

F
47+ 47+ e

T T ' y " T T y y '
75 8 8.5 9 95 10 105 11 7.5 8 8.5 9 95 10 105 11 8.5 9 95 10 105 11
longitude in degree longitude in degree longitude in degree

Figure 4.10 Wind field and vertical velocity in 700 hPa at WAXC on 22nd of March
1991 (top) and daily precipitation sum on that dagttom) for the alps (left) and the no-
alps simulation (middle) and for observation (rjglitreas of strong precipitation reduction

due to area enlargement are indicated in red.

Five of the different areas are shown in Fig. 4ahdl the results of the sensitivity studies
for these areas are depicted in Fig. 4.12. Thelsstakgion is the no-alps area. It inter-
sects the most northern parts of the Alps to thehsdviost striking is the unreasonable
result of 1032 mm for the maximum value of montphgcipitation sum in the no-alps
area, whereas the maximum gridded observation valabout 130 mm for March 1991.
The observed area average is about 49 mm compai@sl tim in the model. The size of
model domain 4 exceeds that of the no-alps areabbyt 100 km in each direction. The
area now includes the northern parts of the Alpscdmparison to the results for the no-
alps area, the maximum monthly sum of total préaijgin decreases considerably, but the
value of 324 mm is still too high. The area averdgereases slightly to 82 mm. The size
of model domain 3 has been increased once mord®ykr in each direction and it en-
closes most parts of the Alps. Area 2 has essbntiaén elongated to the south to encom-
pass the whole Alps, except the most eastern padsTuscany in Italy. The size of the
largest area 1 exceeds that of the no-alps areadgtor of about eight and it now includes



38 4 Sensitivity studies

the whole Alps and also the Massif Central in Fearihe results for the total precipitation
within the no-alps area derived from the simulatiéor domains 1 to 3 now seem to stabi-
lize. The area averages are nearly identical, #vemum values vary within + 7%, and the
minimum values vary within £16 %. However, COSMO-LdWerestimates the observed
monthly precipitation values for March 1991 - adency that is found especially for the

months in winter and early springglbMANN et al., 2007).
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Figure 4.11 Model domains for sensitivity analyses of toted@pitation (Panitz, 2007).
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This sensitivity study makes it clear that the siz¢he model domain has to be considera-
bly larger than the size of the actual investigatimea - at least 200 km in each direction.
Furthermore, it is necessary to include mountangea like the Alps if they are located
rather close to the investigation area. For allu$ations in the following chapters therefore
area 1 was used, although area 2 or 3 would prgladdd have been suitable.

4.3.2 | NFLUENCE OF HORIZONTAL RESOLUTION AND DRIVING DATA

Up to now, CPU time has been the limiting factortigh-resolution climate modelling.
Therefore, it is worth studying whether higher hontal resolution really results in better
climate scenarios. In the standard COSMO modelr foarizontal resolutions below
20 kilometres are available (km): 14, 7, 2.8, an#dr 2.8 km and 1 km, the physics and
dynamics change considerably compared to the 7ranld km resolution (e.g. convec-
tion scheme and time integration scheme) and thd @Re needed is too high for stan-
dard use in high-resolution climate modelling. Efere, this study focused on the com-
parison of simulations with 7 km and 14 km horizabmésolution.

Four simulations with 7/14 km resolution driven the results of the 50 km runs with
ERA-40 and NCEP data (already described in sedtidpwere used. This small ensemble
of four simulations was compared to the observatmescribed in section 4.1. Because the
focus lies on precipitation, water cycle, and terapee, the grid scale, convective, and
total precipitation was compared as well as thet@mperature, the water storage in the
soil, the evaporation, the runoff, and the snowesto find the simulations with the most
realistic results. The 2m-temperature and the tptatipitation are the only variables,
which can be evaluated qualitatively by observatidfor all other variables only a quanti-
tative comparison is possible due to the lack @gacte observations. For total precipita-
tion and 2m-temperatures, the root mean square émwse) and the bias between the
simulations and the station measurements werelatdcufor the annual precipitation sum
and for the annual mean temperature. For predipiathe rmse is lowest in the simulation
with ERA driving data and 7 km resolution and higfh@ the simulation with NCEP driv-
ing data and 14 km resolution (Fig. 4.13). The rnmeeeases from higher resolution to

lower resolution and from ERA to NCEP simulatioor Eemperature, an increase in rmse
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from NCEP to ERA driving data and an increase fibkm to 14 km resolution (Fig. 4.13)
can be observed. The smallest error for temper&wbktained with the NCEP/7 km simu-
lation. The same behaviour can be found for thathlyp values of precipitation and tem-
perature (Fig. 4.14). The rmse is lowest for priéaifon during the summer months and it
can be observed that all four ensemble memberguate close to each other during this
time. In winter, the spread of rmse between thaikitions is larger and the absolute val-
ues of rmse are much higher. In winter, the préaiipn seems to be influenced mainly by
the driving data (with the differences already diésdl) while in summer the model seems
to produce its proper climate, where all four siatiwins give similar results. A similar be-
haviour was observed byeEDMANN et al. (2007). The rmse of temperature is highest
January for all simulations and decreases ovelyéiae until October, where the lowest
spread between the four simulations is also fodngossible reason for this could be the
proper climate produced by the model, above meatipmhich also influences the soll
temperature. Because soil temperature is a sloldyging variable the agreement of the

four simulations takes two months longer than fecypitation.
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Figure 4.13 Root mean square error for precipitation (leftp m-temperatures (right)
for the annual sum/mean (top) and for the monthim/mean (bottom) for the period
1991-2000.
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To quantify whether the simulations over or undimeste the observations, also the bias
for the annual and monthly values is presented. @itg). All four simulations overesti-
mate the yearly precipitation amount. Comparinggheual bias, the 14 km runs overes-
timate precipitation more than the 7 km runs andERGIriving data more than ERA. The
bias in annual mean temperature is lowest for tkem NCEP simulation. There is a nega-
tive bias over the whole decade and therefore alenestimation of temperature in all
simulations. The bias of the monthly precipitateams also shows an overestimation of
precipitation by the simulations, which are strastga winter and nearly zero in summer.
As for the rmse, the spread of the precipitaticashbs lowest in summer and highest in
winter. The monthly temperature bias is highestgring and decreases over the rest of the
year. Over the whole year, there is a negative ézatpre bias in the monthly means of all

four simulations.
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Figure 4.14 Bias between the simulations and the measurenienisrecipitation (left)
and 2m-temperatures (right) for the annual sum/nfego) and for the monthly sum/mean
(bottom) for the period 1991-2000.
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The simulations with the ERA driving data causesdand colder conditions than those
driven by NCEP data. As shown in section 4.2, bielsaviour is already evident for the ten
year mean in the 50 km runs that are used as drdata here and in the original reanalysis
data. The best result for precipitation simulatompared to the measurements is obtained
with the ERA/7km simulation. The results are notkesr for temperature as for precipita-
tion. With respect to the annual means, best resué obtained for the NCEP simulation
for both resolutions; for the monthly means, thstlvesults are obtained for the ERA/7km
simulation during the summer months. During thetarirmonths, the NCEP simulations
give best results. From this analysis it can bekated that a resolution of 7 km should be
used for simulations of this area and that ERA @ataore suitable as driving data if the
focus is on precipitation evaluation. For tempamtthere is no large difference between
ERA and NCEP data. The 7 km simulation with ERAvithg data shows the smallest rela-

tive error.

The larger positive bias of precipitation in theki simulation can be explained by a shift
of the precipitation maximum from the ridge of tineuntains towards the windward side.
With regard to the area average of total precipiavne would have expected a lower bias
in the 14 km runs because the area average is &bghitmm lower than the average for
the 7 km runs which is closer to observations (HaB). But some of the stations are situ-
ated to the west of the Black Forest, which is igadtthe time the windward side and this
shift of maximum precipitation leads to an ovemastion of annual precipitation sum at
these stations (e.g. FRHBF, LAHR and BADENW) foe ttd km runs (Fig. 4.15) and in
total to a much higher rmse than in the 7 km r&ns.most of the stations to the east of the
Black Forest (lee) or at its ridge, lower precifdda amounts are observed in the 14 km
simulations than in the 7 km simulations, which ems$timate the measurements (e.g.
FELDBE, FST and TRBG).

ERA/7km NCEP/7km ERA/14km NCEP/14km
Total precipitation 1166 1260 1160 1224
Convective precipitation 351 358 313 332
Grid scale precipitation 815 902 847 892

Table 4.2 Area average of annual total, convective and ggale precipitation sum for the
investigation area averaged over the period 192000.
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The correlation coefficient of the linear fit be®vemeasurements and precipitation simu-
lation shows much higher values for the 7 km rur&X) than for the 14 km runs (~0.18)
(Tab. 4.3). The intercept also shows lower valeesie 7 km runs and the slope is closest

to one for the 7 km simulations.

3000

W prec_obs
Hprec_era7km
O prec_ncep7km ||
O prec_eraldkm
&l prec_ncepl4km

N
al
o
o

N
o
o
o

1500

1000

averaged annual precipitation amount (mm)
(o)
o
o

Figure 4.15: Annual precipitation amount averaged over theqaed991-2000 for the
23 observation sites (prec_obs) and the four COSM®I simulations with different
horizontal resolution (7 and 14 km) and differenvidg data (ERA, NCEP).

a b r
ERA/7km 0.70 607 0.52
NCEP/7km 0.89 555 0.50
ERA/14km 0.46 889 0.19
NCEP/14km 0.51 926 0.17

Table 4.3: Linear correlation coefficient (r), slope (a) antercept (b) of the least squares
fit between observed and simulated annual pretipitaamount averaged over the period
1991-2000 for the 23 observation sites and the @DEMO-CLM simulations with differ-
ent horizontal resolution (7 and 14 km) and diffeérdriving data (era, ncep).
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For orographically structured regions, it seemdmf advantage to use 7 km resolution in
order to get the position of precipitation maxinmrect. The amount of convective pre-
cipitation increases with increasing horizontaloteBon by about 25-40 mm. The grid
scale precipitation shows a decrease from 14 kimkim in the ERA runs of about 30 mm
and an increase from 14 km to 7 km for the NCER rfrabout 10 mm (Tab. 4.2).

The influence of driving data and horizontal resiolu on the water balance at the surface
is shown in Tab. 4.4. The water balance is caledlais summed evaporation, runoff, and
precipitation from January 1991 to January 2001 aretaged the balance over the whole
investigation area. Evaporation shows quite simiksults for all simulations and the
evaporation sum decreases from the 7 km to theri4ikulations. The surface runoff in
the 7 km runs is higher than in the 14 km runssT$ipossibly due to the higher precipita-
tion maxima in the 7 km runs, which cannot be talgerby the soil and were added to sur-
face runoff. Due to the higher precipitation amouwnthe NCEP runs, the runoff is higher
in these simulations as well. Runoff from the sodreases from the 7 km to the 14 km
resolution and from ERA to NCEP. The precipitatismot as intense in the 14 km runs as
in the 7 km runs and can therefore infiltrate itite ground and lead to additional soil run-
off compared to the 7 km runs. The total sum oCipigation increases with increasing
resolution and increases from ERA to NCEP. For snomtent and soil water content, the
difference between the values at the first of Jan@891 and at the first of January 2001
was calculated. The snow store and the soil wateteat increase during the simulations,
the latter by 30 kg rin the hydrologicallyactive layers. An evaluation of the water bal-
ance is not possible due to the lack of observationcomparison. The additional precipi-
tation amount observed in the NCEP simulations sam¢gemain in the system. There is
no markedly increased evaporation or rising soilewaontent in the NCEP simulations.
The difference in the runoff between ERA and NCHRufation is in the same range as
the surplus of precipitation amount and has theessign. This means that all additional
precipitation in the NCEP simulations goes intoaffirand is no longer available in the
system. Some components of the water cycle likeipitation and runoff are strongly re-
lated to driving data and horizontal resolution atters, like soil water content and

evaporation are less sensitive to changes in thedmal resolution and the driving data.
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Evapo- | Surface |Ground | Total | Precipi- | Difference | Difference
Model run ration | Runoff | runoff | runoff | tation of of water
(sum) | (sum) | (sum) | (sum) | (sum) | snow store| content
ERA/7km 5675 1948| 4126| 6074/ 11665 4 29
NCEP/7km 5677 1988| 5085/ 7072 12601 8 31
ERA/14km 5483 1720 4523| 6244 11602 4 32
NCEP/14km 5588 1683] 5165/ 6849 12240 9 27

Table 4.4: Water balance components at the surface in kgweraged over the investiga-

tion area summed up from January 1991 to Janu&y.20

4.3.3 SENSITIVITY WITH RESPECT TO VARYING PARAMETERISATION S,

ADJUSTABLE PARAMETERS , AND INITIALISATION

Six 7 km simulations with varying parameterisatimrsadjustable parameters were per-
formed with ERA-40 driving data in order to inveggtie the sensitivity of the model to
those changes (Tab. 4.5):

1) Number of hydrologically active layers

In the standard COSMO model, the depth of hydrokigactive soil layers is restricted to
2.50 m (~ 7 layers). This means that below thigldep water can be transported upwards
towards the soil layers near the surface and ardyitgtional transport downward is possi-
ble at the lower boundary. When the soil runs thgre is no possibility to get water from
deeper layers. Allowing water to rise from deep®llayers could prevent this drying out.
In nature, ground water rises and can be trangpogie/ards to soil levels near the surface,
which is not possible in the COSMO-CLM. Therefoire,one of the simulations all soil
layers were considered as active soil layers, witly the behaviour of the lowest soil layer

remaining unchanged.
2) + 3) Initial soil water content

It is generally assumed that the soil water contéargets” its initialisation after some
years. However, it is conceivable that the soilshoe content can run into different end
states (RDRIGUEZITURBE et al., 1991), depending on the initial state.s€e if this could
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also happen in these simulations and to investigate long it takes the model to reach a
steady state, two simulations were run: in one Etimn 50% was added to the initial soll

water content and in the other simulation 50% wasracted from the initial water con-

tent.

4) Amount of greenhouse gases

In the COSMO-CLM, the C@®concentration is described by an increase follgwtime
A1B scenario between 1950 and 2100. For the pakpesent climate, this scenario de-
scribes the observed increase in,@0ntent. In the standard version of the COSMO rhode
a constant Ceconcentration of 330 ppm is used. To assess tfereliice over the decade,

one simulation with this constant gas concentratras performed.
5) Convection scheme

The convection scheme was changed from the starfdedike mass flux scheme to the
Kain-Fritsch convection scheme AK and RITScH, 1990) to determine the influence on

precipitation and temperature.
6) Time integration scheme

The dynamics was changed by using the Runge-Kgtianse instead of the Leapfrog
scheme. The Runge-Kutta scheme is operationally insthe COSMO-DE, which runs on
the 2.8 km scale ((RsTNERand Dboms, 2004). This scheme allows the use of more accu-

rate advection schemes (fifth order horizontally).

The simulations where the time integration schem® convection scheme was changed
show the largest differences compared to the neéereun for annual mean temperature
and annual precipitation amount (Fig. 4.16). Theag between the ensemble members is
less than 0.3 degrees in annual mean temperatdriessthan 200 mm in annual precipi-
tation sum. The observations do not lie within émsemble spread for either temperature
or precipitation. For all years, the ensemble ostameates the amount of precipitation by a
minimum of 200 mm. For temperature, an underestomaby all ensemble members of
minimum 0.6 degrees is found. This underestimabiolemperature and overestimation of
precipitation has also been observed in a studgdaym et al. (2006) for this region. The
results for the change of water content and thaghaf active soil layers show only small

variations compared to the reference run but tleggigt over the whole simulation period.
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The variation in annual mean temperature is leas thO1 degrees and the variation in

annual precipitation sum is lower than 10 mm.

The simulation with constant G@ontent shows slightly lower annual mean tempegatu
(up to 0.04 degrees without detectable trend dwerstmulation period) than the reference
run and the change in annual precipitation suraviet than 10 mm.

The simulation with the Kain-Fritsch convection sate shows higher amounts for annual
precipitation sums than the reference run (1000-rh#n). The higher precipitation causes
a decrease in temperature and therefore the anmest temperature is up to 0.3 degrees

lower than in the reference run.

Parameter COSMO-CLM (ref) Ensemble (abbr.)

Water content Water content from driv- | + 50% in all layers (min)

Water content ing model - 50% in all layers (max)

Active soil layers Down to 2.50 m All levels except the lowest (soil)
Greenhouse gas con-| A1B scenario Constant 330 PPM (co)
centration

Convection scheme | Tiedtke scheme Kain-Fritsch scheme (kf)
Dynamics Leapfrog scheme Runge-Kutta scheme (rk)

Table 4.5: Parameter setting for reference COSMO-CLM simatatand for ensemble
simulations. The abbreviation for the ensemble memnhre given in the last column.
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Figure 4.16: Annual mean of near-surface temperature (left) amtbal sum of precipita-
tion (right) for all ensemble members and obseovetiaveraged over the 23 stations.
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In the simulation with the Runge-Kutta scheme, fihecipitation amount decreases in the
last two simulation years up to 100 mm comparetthéoreference run and the temperature

variation is lower than 0.1 degrees.

To determine the spread between the monthly vatueg were averaged from 1991 to
1995 (Tab. 4.6). The monthly averages show thattisemble spread is largest in June

and July for 2m-temperature and from November talAqr precipitation.

The change in soil moisture content has no mankigeince on the annual course of tem-
perature. Maximum differences are about 0.01 Kfdbghces of up to 4 mm in the
monthly precipitation sum compared to the referemreoccur during the vegetation pe-
riod. This could be explained by the influence a@f moisture on the convective precipita-

tion which also influences the temperatures.

The influence of the number of active soil levetspyecipitation is observable during the
whole vegetation period and reaches up to 5 mnmoath compared to the reference run.
Due to the water transport towards the root zolnghtly higher transpiration occurs and

affects evapotranspiration and precipitation. Tifeuence increases during springtime and
IS strongest in June and July. Afterwards, it deses during autumn. The monthly varia-
tion of temperature is lower than 0.01 K. The ieflae on simulations due to soil moisture

variation and soil level variation is thereforelie same range.

The simulation with the Runge-Kutta scheme infleantemperature strongest in the time
from October to March. In this period, the influenen precipitation compared to the ref-
erence run is strongest. This could be explainethbynfluence of the changed advection
scheme, which has its strongest impact during timtewtime. The differences between

observations and simulation decrease comparecktaetbrence run.

The underestimation of temperature by the simutatiith constant greenhouse gas con-
centration is most significant during the time fr@utober to March and is in the range of
0.03 degrees. The variation of precipitation irsteimulation compared to the reference

run is largest in summer and reaches up to 2.5 mm.

The differences in temperature between the sinmratith the Kain-Fritsch convection
scheme and the reference run are largest from Maygust (up to 0.3 K). The simulation
underestimates the temperature compared to theunegasnts to a higher extent than the

reference run does.
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Month |jan |feb |mar |apr ‘may ‘jun |qu |aug ‘sep ‘oct |nov |dac |year

Temperature
ref -1.18| -0.84| -1.02| -1.13| -0.84| -1.14| -0.63| -0.48| -0.45| -0.35| -0.38]| -0.72| -0.76
max -1.18| -0.84| -1.02| -1.13| -0.84| -1.13]| -0.63| -0.49| -0.45| -0.35| -0.38] -0.72| -0.76
min -1.18| -0.84| -1.02| -1.13| -0.84| -1.13| -0.62| -0.48| -0.44| -0.36| -0.38| -0.72| -0.76
soil -1.18| -0.85| -1.02| -1.13| -0.85| -1.13| -0.64| -0.49| -0.46| -0.36| -0.38]| -0.72| -0.77
rk -1.10| -0.75| -0.95| -1.14| -0.89| -1.20| -0.61| -0.49| -0.42| -0.26| -0.27| -0.61] -0.72
kf -1.27| -0.96| -1.11| -1.24| -1.04| -1.41| -0.94| -0.65| -0.57| -0.35| -0.39| -0.77| -0.89
co -1.21| -0.88] -1.04| -1.14| -0.85| -1.13]| -0.65| -0.48| -0.46| -0.38] -0.41| -0.76] -0.78
Spread| 0.17] 0.21] 0.17| 0.11] 0.19] 0.28] 0.33] 0.17] 0.15] 0.12] 0.16] 0.16 0.13

Precipitation

ref 55.9| 36.3| 37.9| 449| 25.7| 155 8.7 -0.3| 17.3] 13.7] 28.1| 40.7] 324.3
max 55.8| 36.4| 37.6] 43.7| 253| 129| 154 0.9| 16.1| 13.8| 28.0/ 40.7| 326.6
min 56.0/ 36.2| 37.5| 44.5| 254| 129 111 17| 16.7] 13.4| 27.7] 40.6] 323.6
soil 55.9] 36.3] 37.5| 443| 26.5| 10.3] 11.2| -1.2| 16.5| 13.9] 27.7] 40.7| 3195
rk 40.0/ 28.1| 28.4| 42.4| 26.4| 23.6] 12.0f 104| 27.2| 16.9| 15.8| 22.2| 2934
kf 65.2| 46.1| 58.2| 61.8| 39.8] 253 0.1 15| 32.7] 26.7| 38.8] 50.0/ 446.1
co 55.9] 36.3] 37.1| 45.2| 248 14.2| 113 19| 17.0] 13.4| 27.6] 40.5| 325.0
Spread| 15.2| 18.0/ 29.8] 19.4| 150/ 15.0/ 153 11.6| 158] 12.8| 23.0] 27.8| 152.7
Mean 54.9| 36.5| 39.2| 46.7| 27.7| 16.4| 10.0 2.1] 20.5| 16.0] 27.7] 39.3] 336.9

Table 4.6 Difference of the monthly means and sums of 2mpierature and precipitation
between simulations and observations averagedtbeeyears 1991 — 1995 for all ensem-

ble members. Maximum values are in bold letters.

In contrast, the largest overestimation of preaimn is found in spring and autumn,

where there is also a greater overestimation tiane reference run.

The ensemble member where the active soil layers wieanged has the lowest impact
(Fig. 4.17). There is only a bias of about 0.003i occuring in the originally active lay-

ers in the first winter period. In the seventh $ajer, formerly the lowermost active layer,
a small annual variation of the bias of about 0.681m™ can be observed, with a maxi-

mum in the late autumn. This corresponds to théirigs above: the change of active soil
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layers has an influence over the vegetation pebatithe differences in soil moisture are

negligible.

During the first six months of the simulations, thias decreases for the two simulations
with changed initial soil water content. After thahe, the bias compared to the reference
run is lower than 0.01 frm. The simulation with decreased soil water congémiws a
slow recovery over the first six months while tliajatation of water content in the simula-
tion with increased soil water content happensrggdly during the first month of the
simulation and is mainly done by the productionrurfoff (Fig. 4.17). In the simulation
with decreased soil water content, the lower laji#rsp within one month after the upper
layers were filled and the gravitational pressueedmes large enough. The evolution of
soil water content is similar to the behaviourltd teference simulation for both ensemble
members. There is no splitting up in different figeates. When the soil water content has
reached an equilibrium state after the first ydasimulation, its influence on precipitation
and temperature is rather small. Therefore, thacehof initial soil water content and
number of active soil layers is not crucial forstimvestigation area and this initialisation

date.
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Figure 4.17:Bias of soil moisture content of simulations witmaaged soil moisture con-

tent (min, max) and different hydrological actiayérs (soil) compared to the reference
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run averaged over the whole reference area foeréifit soil layers for the first day of

every month at 0 UTC. Labels indicate the deptthefmain level of the layer.

To get an overview of the differences between #ference run and the simulations with
the Kain-Fritsch and the Runge-Kutta schemes, tbeage of the annual means or sums of
temperature and precipitation for the whole refeesarea over the period 1991 — 1995 was
calculated and the results of the reference rure wabtracted (Fig. 4.18). The results for
the simulation with the Kain-Fritsch scheme showirammease in precipitation amount in
all areas except on the western slopes of the rmms{which is the windward side most
of the time) where a decrease is found (Fig. 4. IBis can also be seen in the temperature
which decreases least to the west of the mountAmsliscussed in subsection 4.3.2, pre-
cipitation is underestimated on the eastern slgbdhe mountains and overestimated on
the western slopes, which is slightly correctedtly use of the Kain-Fritsch convection
scheme. However, the overestimation of precipitatioth this scheme is higher than in

the reference run.

For the Runge-Kutta scheme the largest differefroes the reference run occur in moun-
tainous regions (Fig. 4.18). The precipitationhe windward side of the mountains con-
siderably decreases in this simulation and inceasthe lee. In the alpine foothills annual
precipitation sum is strongly reduced in this siatiain. This behaviour agrees better with
the gridded precipitation data than the referencedoes. A warming of up to 0.3 K occurs
in the south of the investigation area and a cgotihup to 0.15 K in the north. Since the
computational costs do not increase, the Rungeakadgtheme could be a possible alterna-

tive to the Leapfrog scheme for climate simulations

In the simulation with constant greenhouse gastehgerature decreases in most of the
area compared to the reference run. The changeegipgation shows no evident struc-
tures and its sign changes more or less randomdyghout the area (Fig. 4.18).

In summary, changing the convection scheme antirntteintegration scheme has consid-
erable impacts on the simulation of precipitatiord daemperature. The change in the
greenhouse gas concentration shows the expectedadecin temperature and use of the
increasing green house gas concentration giveméALB scenario is recommended for

the simulation of past decades.
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Figure 4.18: Difference between simulations with the Kain-Faitsscheme (top), the
Runge-Kutta scheme (middle) and constant greenhgaseoncentration (bottom) and the
reference run for annual mean near-surface temperg@eft) and annual precipitation sum
(right) averaged over the period 1990 — 1995.
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4.3.4 COMPARISON OF OBSERVED AND MODELLED TRENDS OF NEAR -

SURFACE TEMPERATURE BETWEEN 1991AND 2000

The observed and modelled trends of the near-suttoperature for the decade 1991 to
2000 show a marked increase of the surface temyperat many sites in Southwest Ger-
many (Fig. 4.19). Due to the shortness of this tinterval, however, the significance of
these trends is lower than for the trends betwed3i Jand 2000 (KLIWA, 2005). The
modelled trends presented here were computed tls#ng km domain with ERA-40 driv-
ing data. The trends were calculated from annualame temperatures using the least
squares method: their significance was calculated the Mann-Kendall test ¢@&p and
SCHONWIESE 1996). The orders of magnitude of the observedl the modelled trends
agree reasonably well, both of them being mainlytte range between 0.1 and
0.9 K/decade. This is the same magnitude as timadeitime span between 1931 and 2000
and shows that a considerable part of the warnool place during the last decade of the
20th century. Observations and model agree alsh wespect to the relatively strong
warming that occurred in the Rhine valley (KLIWA)(Q5), the western slopes of the Black
Forest (Fig. 4.19), and in the Kraichgau regiomy(Ri.19), whereas modelled trends and/or
significances are smaller than observed in theegagtarts (Fig. 4.19) of the Black Forest
and extended portions of the Swabian Jura.
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Figure 4.19: Modelled (left) and observed (right) trends of rearface temperature be-
tween 1991 and 2000.
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On the other hand, there are also some differersoese of the observed warming trends
in the east of the state of Baden-Wuerttembergateeproduced by the model and mod-
elled trends are - to a varying degree - smallen thhe observed ones. Since smaller trends
result in smaller significance, the significancetioé modelled trend is smaller than the
significance of the observations in this region.

4.4 SUMMARY

For high-resolution climate simulations for Soutlstv&ermany the simulation area should
include the entire alpine region and the resultpfecipitation improve when using 7 km
horizontal resolution instead of 14 km. The smalkeas to observed temperature and pre-
cipitation is found using ERA-40 data as drivingtadaln the time scales considered,
changes in initial soil water content or in the tn@mof active soil layers affect the simula-
tion results only during the first year of simutatiand can be neglected afterwards for the
high-resolution simulations. For the 50 km simwla$, initialisation from climatological
soil moisture and soil temperature data is recont@@nThe model is quite sensitive to the
change of the Tiedtke convection scheme to the -Kaisch scheme, which leads to an
overestimation of precipitation in comparison teetvations. Model results are also quite
sensitive to changing the time-integration schefie Runge-Kutta scheme seems to be
an alternative to the Leapfrog scheme that has besmard in the COSMO-CLM up to
now. It considerably reduces the precipitation anmi®in the windward side of the moun-

tains, which are generally overestimated by COSM®AC

The water balance of the soil shows components;iwduie quite sensitive to the change of
driving data and horizontal resolution (preciptati runoff) and components, which are

not sensitive to these changes (soil water conéeaporation).

For high-resolution simulations, the influence @irying lateral boundary conditions on
simulation results is much larger than the chanighooizontal resolution, initial condi-
tions, physical parameterisations and time intégmaschemes. This is in accordance to
other studies focusing on different horizontal tesons and time scales (AHES et al.,

1989). The differences in temperature and predciprizalready contained in the reanalysis
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data are passed on through the downscaling chaimettigh-resolution simulations and
are amplified for precipitation and weakened fonperatureThe model is able to repro-
duce temperature trends with the suitable modelpsg¢termined in the section before by

ensemble simulations.



S APPLICATION AND IMPROVEMENT OF THE LAND -

SURFACE SCHEME VEG3D

The soil-vegetation model VEG3D was initially deygéd by SHADLER (1990). Later, a
snow module (8ABE, 2002) and a root distribution function were irdgd (LENZ, 1996).

It is a multi-layer soil model with an explicit vetation layer and it is extensively de-
scribed in 8HADLER et al. (1990), BAUN (2002) and @ABE (2002). A summary of the

most important features is given in subsection?26.1.

Two major modifications of the model have been enpénted and evaluated in this thesis.
The first one is the implementation of a paramsé&ion of freezing and melting processes
in the soil, which is indispensable for climate siations and was missing in VEG3D up
to now. The second modification is the consideratbdifferent soil types within one soil
column; up to now, only one soil type per soil cotuwas allowed. The implementation
and the results of stand-alone simulations with rile&v soil freezing parameterisation
driven by observed data are described in sectibnahd in section 5.2, stand-alone simu-

lations with vertically varying soil types are peased.

5.1 PARAMETERISATION OF FREEZING AND MELTING

PROCESSES IN THE SOIL

For climate simulations, the lack of freezing anelting processes in the soil can lead to
strong biases in soil temperature and soil watetesd. Furthermore, the simulated near-
surface temperature can be too low compared taadagens in winter (Viterbo, 1999) and
more water penetrates into the soil if soil fregzia not taken into account (¢Yand
SHIHUA, 2002). In addition, a strong influence on thealepment of the boundary layer
by soil freezing processes can be observadeQso, 1999). Therefore, in many of the
land surface schemes, soil freezing processes wremented over the past ten years
(e.g. ISBA (BooNE et al., 2000), Sib2 (Land Koikg, 2001), BASE (BATER et al., 1998)).
Parameterisations of freezing and melting processtsdifferent complexity have been
developed; the Project for Intercomparison of Landace Parameterisation Schemes
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(PILPS) has compared the ability of 21 land surfsdgemes to simulate soil freezing and
snow coverage (Lo et al., 2002). It was found that the consideratibfreezing and melt-

ing processes improves the simulation of soil teapee and its variability at seasonal
and interannual scales. Due to the variety of frepparameterisations already available,
no new soil freezing scheme for VEG3D has beenldped. Instead, different approaches

from other land surface schemes have been combitwed suitable parameterisation.

Soil ice has influence on those parts of VEG3D whitie soil temperature and the soil
water content are calculated. The influence of wallon heat capacity and thermal con-
ductivity for soil temperature calculation was atimpfrom the work of JHANSEN (1975).
The change in soil water transport was taken froem@ommon Land Model @@ et al.,
2001) and the change of soil temperature and saiémcontent due to energy release and
absorption by freezing and melting was taken freta COSMO model (Dwvs et al.,
2005).

5.1.1 CALCULATION OF SOIL TEMPERATURE IN FROZEN SOIL

Solil ice is accounted for in the thermal part of GAD through its influence on the heat
capacity and thermal conductivity in the heat canidim equation for the soil tempera-

tureTy:

0T, _ 0 aT,
Cu(O)—= == 40— |. 5.1
(0 az( B()azj (5.0

The heat capacity of the sai}, is the sum of the heat capacities of dry sgil, waterc,,

and icec,, each weighted by its fractional amount of soiuvae:

cs(6,.6..6.)=(1-86,)c,, +8,c, +6.c.. (5.2)

w?~er™s

The heat capacity of air is neglected here becasis@lue is much smaller than those of
the three other heat capacities and it is assuhmdhe whole pore volume can be filled

up by water. This means that, for the determinatibo,, only the volumetric soil water

contentd,,, the volumetric ice conterdl,, and the volumetric saturation water contént
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need to be known. The thermal conductivity of tbé A&, is described by the approach

from Johansen (1975):
/18 (Hw’ee’es) = Ke(ew’ee’gs)(/‘B,s - AB,t) + AB,t . (53)

Ag, is the thermal conductivity of dry soil aril, is the Kersten number. The soil conduc-

tivity of saturated soil, , is described for unfrozen soil as

Ao =k >, (5.4)

and for frozen soil as

Ago = k1% o @0 [ & (5.5)

S

The thermal conductivity of saturated soil depeoghe effective solids thermal conduc-

tivity k., the thermal conductivity of ick, (2.2 W ni* K) and the thermal conductivity of
water k,, (0.5 W m' K). The thermal conductivitks depends on the quartz content
the thermal conductivity of quartz, (7.7 W m' K) and the thermal conductivity of min-
erals in the soik, (2.0 W ni* K):

kg = kgké‘q. (5.6)

The Kersten number is determined as

Iog% +1 fine soil (p <2um)

s 5 unfrozensoil
K, = 0,7|og?"" +1 coarsesoil (p>2um) : (5.7)
6,+06, -
5 frozensoil

For unfrozen soll, it distinguishes between final awarse soil, depending on patrticle

sizep.
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5.1.2 PARAMETERISATION OF SOIL WATER TRANSPORT IN FROZEN SOIL

The soil water transport is described by the Ridb@&quation

06(zt) _ 0 owv(,2) .\ |_
T_E{K(g,z)(T 1}} r,(6,2). (5.8)

r, describes the water up-take by the rod#tsis the hydraulic conductivityt¥ is the ma-

tric potential and@ is the volumetric soil water content. For the diggion of hydraulic
conductivity and matric potential, three parametdrons are available in VEG3D. Only

the later used Van Genuchten parameterisation §19&0scussed here:

1

W) = ws[(s)‘i —1}”, (5.9)
K(6) = Ksﬁlil—(l—(s);)m:l , (5.10)
s=97% nm-1-1n=aa (5.11)

6.-6 n

S r

Depending on the soil type, the saturation matoieptial W, the hydraulic conductivity
at saturationK g, the residual water conteft, the saturation water contefl, and the

dimensionless pore size distribution indéxare described by parameter data sets from
RAwLS and BRAKENSIEK (1982). In the presence of soil ice, the volume doil water

transport is considerably reduced and the fractipaemeterS is replaced by

g =% (5.12)

P=6-6-6,. (5.13)

The reduced volume available for soil water tramspothe presence of soil ice is consid-

ered by the introduction of an effective porosRy which is lowered by the volumetric ice
content compared to the porosity without soil itke fractional paramete®, then refers

to the ice free soil volume.
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For the three parameterisationgd®ks & COREY (1964), @QMPBELL (1974) andvAN
GENUCHTEN (1980), the hydraulic conductivity and the magratential remain unchanged.

Only the new effective porosity is considered.

When the difference between the saturation watetetd and the soil ice content in a soill
layer and the adjacent layer is lower than 0.18,hydraulic conductivity is set to zero in
this soil layer in accordance with.BoMsBURG and WANG (1969): there is no water trans-

port from or to the adjacent soil layers.

For the calculation of the infiltration rate, thens of soil water and soil ice content is con-

sidered and the transpiration by the roots isiastt to the liquid water content.

5.1.3 ENERGY EXCHANGE DURING FREEZING AND MELTING PROCESSE S IN

THE SOIL

Before soil temperature can decrease under theifiggointT, (273.15 K), all water ex-
cept the residual water content has to be frozenase of melting, the soil temperature can
only rise above the freezing point after all sog iwithin the soil layers is melted. The
change of soil temperature and soil water conteeiculated without explicit considera-
tion of freezing and melting processes. A correci®o done afterwards by diagnostically

determining the energy available for freezing aradtimg processes using
AE =c, (T, -T,). (5.14)
When T, <T,, the soil water is frozen; whef, >T,, available ice is melted. The maxi-

mum possible change in soil water content is tloeeediescribed by

no,  =-ng,  =-SE (5.15)

Lflow ’

where L, is the heat of fusion ang, is the density of water. The observed change in

water content depends on the available soil watetent:
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A6, =Min(aé, ...6.) if A8, .. <0, (5.16)

e,max’~e €,max

A6, =-Min(ag

w,max !

6, - 6,..) if A6, >0. (5.17)

€,max

The final soil temperature is calculated as

prw

B

T, =T, +(A6, -4, ...)

e, max (5.18)
When all water except the residual water contestide®n frozen, the soil temperature can

decrease under the freezing point.

5.1.4 EVALUATION OF FREEZING AND MELTING PARAMETERISATION IN THE

SOIL

The parameterisation of freezing and melting preegsn the soil has been evaluated with
data from the boundary layer field site at Falkegl{®&lEissERet al., 2002), which belongs
to the Observatorium Lindenberg and is operatethbyDWD. A detailed description of

the measurement site can be found in section 6.2.

The water content is observed in six depths (inG1)8, 0.15, 0.3, 0.45, 0.6, 0.9. The sall
temperature is measured in the following 12 defithgn): 0.05, 0.1, 0.15, 0.2, 0.3, 0.45,
0.5, 0.6, 0.9, 1.0, 1.2, 1.5. There are only adéver observation sites that have such high-
resolution vertical profiles of soil moisture andilstemperature available over several
years. As atmospheric driving parameters, 2m-teatpee and specific humidity, as well
as downward long- and shortwave radiation, presancewind speed are available every

ten minutes.

For the evaluation, the stand-alone version of VB®3as been used with eight soil layers
with the following depth of main levels (m): 0.GLP3, 0.07, 0.15, 0.31, 0.63, 1.42, 2.55. It
IS run as a single column model with land use ty@essland and soil type loamy sand in
the upper five soil layers and loam in the lowerttbsee soil layers. Soil temperature, soil
water content and heat fluxes at the surface anelated by the model and can be com-

pared to observations. The observed soil watereobrgnd soil temperature was interpo-



62 5 Application and improvement of the land-surfacekeme VEG3D

lated onto the depth of the main levels of the motleerefore the soil water content can
be evaluated for the levels from 0.07 to 0.63 m thiedsoil temperature for the levels from
0.07 to 1.42 m. A comparison with observations hasn done for the winter season
2002/2003, with initialisation at the first of Obr, 2002, and for one year starting from
first of June 2003.

For non-frozen periods, VEG3D simulates soil watartent and soil temperature well and
we observe correlation coefficients of 0.98 for pemature and 0.84 to 0.9 for soil water
content. The largest differences between obsermddredelled soil temperature and soil
water content are in the range of 1.3 K and 5 vely®arcent and are found in deeper soll

layers.

For the winter period 2002/2003, the episodes dffsezing are displayed correctly by
the model with the new parameterisation and saoilperatures accord more accurately
with the observed ones than those without consideraf soil freezing (Fig. 5.1). Strong
unrealistic oscillations, which are observed withsail freezing during periods with tem-
peratures around freezing point, are eliminatedh Wie new parameterisation; too strong
cooling of the soil during some episodes is alsv@nted. The improvement in soil tem-
perature simulation with the new scheme is alsdenti in deeper soil layers where no
freezing occurs. The influence of soil freezingtemperature vanishes some days after the
last freezing period and soil temperatures at titead the simulation period for the simu-

lation with and without soil freezing are quite gam

The absolute values of soil water content can belgompared during the non frozen epi-
sodes due to the observation method with Time DorRaflectometry (BLTON and VAN
GENUCHTEN, 1984), which is not able to determine the soitewaontent of frozen soil
correctly. But the freezing period can be deterniibg the decrease in observed soil water
content. The periods of freezing are well represebiy a decrease of soil water content in
the layers, with main levels in 7 and 31 cm (Fi@)5At the depth of 15 cm, one period of
melting with increasing soil water content is miggiThis is due to a too strong cooling of
the upper soil layers in the simulation, which bitg melting in this layer. An episode with
too early melting in all soil layers is observedra end of the simulation period. As a con-
sequence, the soil water content in all layer®dslow after the melting compared to the

observations.
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Figure 5.1: Observation (mes) and simulation of soil tempesatar different soil depths
with (me) and without (oe) soil freezing for theripd from 1.10.2002 to 1.4.2003 at the
Falkenberg measurement site.
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Figure 5.2: Observation (mes) and simulation of soil waterteonfor different soil depths
with (me) and without (oe) soil freezing for theripe from 1.10.2002 to 1.4.2003 at the
Falkenberg measurement site.

The soil water content of the simulation with ani¢thaut soil freezing is similar at the end

of the simulation period in all soil layers. This in accordance to findings from

CHERKAUER and LETTENMAIER (1999), who also found only a relatively smalleetf of

frozen soil on soil moisture and runoff simulatioharger differences in soil temperature

profiles after melting between simulations with amthout soil freezing can be observed,

when the period of freezing reaches several dayseeks or when the depth of freezing

reaches much deeper into the soib@let al., 2002).



5.1 Parameterisation of freezing and melting preeg# the soil 65

For the correct simulation of soil freezing, thé&ckimess of soil layers is of minor impor-
tance. Using multiple layers, each with a thickrn&fs® cm, yields similar results to the soil

layer thickness given above.

The sensible heat flux is overestimated and thentdteat flux is underestimated in both
simulations (Fig. 5.3). The difference in heat #axbetween the simulation with and with-
out soil freezing is visible only for single daysdadoes not exceed 40 WmOn some
days with soil freezing, the new parameterisatiesds to an enhancement in simulation
results and in some days it does not. This strodgpends on the snow cover on the soil.
Longer periods of freezing should be consideredafoevaluation of heat fluxes for frozen
soil. The correlation coefficient is 0.58/0.57 fatent heat flux and 0.75/0.74 for sensible
heat flux for the simulation with/without soil freeg. A strong underestimation of latent
heat flux is mainly observed for melting periodsenthe observed soil water content is
about 10 volume percent higher than the simulatddvater content.

For the simulation period from 1.6.2003 to 31.520@ find episodes where soil freezing
is simulated well with the new parameterisationeSénare periods without snow cover on
the soil or periods where the modelled snow heigjhih accordance to the observed one
(Fig. 5.4). For those periods, the times of fregand melting of soil water are simulated
correctly and the soil temperature is simulated mietter with the new parameterisation
than without consideration of soil freezing. Forsepes with snowfall, the performance of

the model strongly depends on the modelled amdustiaw.
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Figure 5.3: Scatter plot of sensible (left) and latent (righéat fluxes for observation and
simulation with (me) and without (oe) soil freezifog the period 1.12.2002 to 1.4.2003.
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Since no snowfall observations are available, tloeleh produces snowfall when the air
temperature drops below the freezing point, whidgghtnproduce too low snow amounts.
The only observed value for a comparison is thesomea snow height, which is measured
once a day. When the model is not able to simdasaow deck comparable to the ob-
served one, the soil temperatures are simulatech rroae low and freezing of soil water

starts too early (Fig. 5.5). Where no snow deathiserved and the model spuriously pro-
duces a snow deck, the melting of soil ice is dadlay the simulation (Fig. 5.5). From this

simulation it becomes clear that the snow covehefsoil is a rather critical parameter for
the correct simulation of soil temperature and swdlisture. This is in accordance to the
findings of the PILPS 2(d) Experimentyt et al., 2002). VEG3D could only simulate

correct snow coverage — allowing to conduct a piti@omparison of the new parameteri-
sation for times with snow coverage — with hournbgerved snowfall data and without any
gaps in the observations.

For the periods of the ongoing SnowMIP2 experimgath data is available and the mod-
el shows quite good results compared to other nsaated observations €8BADLER (IMK),

personal communication).
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without (oe) soil freezing and of the observatidtzg) and the soil temperature and the
snow height (bottom).

5.2 VARIABLE SOIL TYPES W ITHIN ONE SOIL COLUMN

Up to now, only one soil type within a single scilumn has been considered in VEG3D.
It is well known that the soil is stratified veuwity in layers (horizons) of different soil
types in nature and that the single layers may Isay@ficantly different soil characteris-
tics that affect the soil water and soil heat tpams markedly. Whether the introduction of
soil horizons within one soil column would leadadetter prediction of soil water content
and soil temperature was therefore tested in stdome simulations with VEG3D. These
simulations show an improvement of the simulatieauits compared to measurements.
Therefore, a digital soil map with vertically vamgi soil profiles for the area of Southwest
Germany has been created based on the “HydrolagisBias Deutschland” (HAD,
2003). This map can be used to prescribe the wod in VEG3D simulations when the
model is coupled online to the atmospheric pa@OSMO-CLM.
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5.2.1 SMULATIONS WITH THE VEG3D STAND-ALONE MODEL FOR

VERTICALLY CHANGING SOIL TYPE

Soil analysis at the Falkenberg measurement s#eiawn that the topmost horizon down
to a depth of 60 cm consists of sandy soil andcargk horizon beneath it consists of
loamy soil. Both soil types differ strongly in thesoil hydraulic conductivity, which is
high for sandy soils and low for loamy soils. THere, soil water content in the upper
horizon is simulated too high if loamy soil is as®d for the whole soil column and it is
simulated too low in the lower horizon if loamy das assumed for the whole soil column
(Fig. 5.6). Assuming loamy sand in the uppermost Boil layers down to a depth of ap-
proximately 60 cm and loam in the lowermost threg kyers results in an improved
simulation of soil water content for the periodrfr 1.10.2002 to 1.4.2003 (Fig. 5.6). With
this configuration we get realistic results in bdibrizons: the water content is kept at a
lower level in the upper horizon and on a higheelen the lower horizon, agreeing more
closely with observations. The advantage of theoduction of different soil horizons is

only visible if the comparison is made for the waebil column.

The simulation for the period from first of June030to end of May 2004 gives similar
results for vertical varying soil types (Fig. 5.@)remarkable enhancement when using two
soil horizons instead of loamy soil type can beigeat, and a clear enhancement for the
lower soil layers when using vertical varying sdrizons instead of loamy sand in the
whole column. Independent of soil type, frozen padsiare well simulated. The increase in
water content of the layer 60 cm deep in the lateran is also visible for the period of
1.10.2002 to 1.4.2003 and is probably due to rigrgund water. This increase is only
simulated by the loamy sand soil type but the alieatoil water content is much lower

than in the other two simulations and the obseowati
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Figure 5.6: Observation (mes) and simulation of soil waterteonfor different soil depths
with (mb) and without (ob) varying soil type withthe soil column for the period from
1.10.2002 to 1.4.2003 at Falkenberg measurement Hite simulations without varying
soil type are depicted for loam (ob_4) and loanmds@b_1).
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Figure 5.7: Observation (mes) and simulation of soil waterteonfor different soil depths
with (mb) and without (ob) varying soil type withthe soil column for the period from
1.6.2003 to 31.5.2004 at Falkenberg measurement Hite simulations without varying
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5.2.2 SOIL TYPE MAP FOR COSMO-CLM SIMULATIONS WITH DIFFERENT

SOIL TYPES WITHIN ONE SOIL COLUMN

From the studies presented in the previous sulesedtibecomes obvious that vertical
varying soil types lead to a better performancéhefmodel. Therefore, VEG3D has been
extended so that all soil characteristics are neailable as three dimensional fields; they
can also be initialised in this way. Informationoabthe different soil horizons and their
soil types in online coupled simulations with COSNIOM for the area of Southwest
Germany is based on HAD. From a digital map of H&® soil types are transferred in
two steps (Fig. 5.8). Because not all soil typeslAD are available in VEG3D, we first
appoint each of the 34 soil types in the HAD to ohéhe 16 soil types in VEG3D (this is
detailed in Appendix 9.1). Secondly, the verticaftpioning of soil types is interpolated
onto the VEG3D vertical grid. In this way, VEG3Dncaonsider different soil horizons
online coupled with COSMO-CLM. The difference inilsstructure in the different soll
layers is illustrated in Fig. 5.8. The parts outsidermany have been filled up by using a
European soil type map with a resolution of 0.0626d 15 different soil types. It would
also be possible to choose the thickness of tHdag@rs of each individual grid box de-
pendend on the information obtained from the HADY this feature has not yet been im-
plemented and the depths of soil layers are theedamall grid boxes. To reveal the dif-
ferences in soil type structure used in a COSMO-CiiMulation with the standard soill
model TERRA_LM and in the simulation coupled wite@3D, both soil maps are plotted
for the first soil layer in Fig. 5.9. The corresplarg soil types are given in Tab. 5.1.
VEG3D considers 16 soil types and the TERRA_LM us$@sdifferent soil types. The
VEG3D map is much more structured for Germany thenCOSMO model standard map.
The structure of the HAD is even more complex ttnenVEG3D map (Fig. 5.9).

The influence of different vertical soil types dretsoil water budget has yet to be investi-
gated for a coupled COSMO-CLM/VEG3D simulation. Qsteblem is the lack of ade-
quate observations, e.g. three dimensional soistm@ and soil temperature fields. These
are necessary to evaluate whether the use of @hiffesoil types in one column improves
the coupled simulations. The procedure developedbe@n modified by WHNSIEDLER
(2006) and some soil assignments from HAD to VE®G3ae been changed.
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Soil type
assignment Interpolation

HAD 15m

COSMO-CLM

Figure 5.8: Process of soil type determination for VEG3D fretAD (left). Soil types in
different soil layers in the COSMO model coupledhWEG3D obtained by the interpola-
tion from HAD (right) for the Southwest of Germar8oil type numbers are explained in

Tab. 5.1.

Number Soil type VEG3D Number Soil type TERRA LM
1|loamy sand llce (17)
2|loam 2| rock (18)
3| silty clay loam 3 sand (9)
4| clay loam 4| sandy loam (7)
5| clay 5|loam (2)

6 | peat 6 | loamy clay (4)
7 | sandy loam Tclay (5)

8| water 8| peat (6)
9|sand 9| sea water (8)
10/ silt loam 10|seaice

11| sandy clay loam

12| silt

13| sandy clay

14| silty clay

17|ice

18| rock

Table 5.1: Soil types in VEG3D and TERRA_LM and their correspmg numbers.
Numbers in brackets give the VEG3D soil types uskdn soil type is taken over from the
DWD standard map for COSMO_CLM simulations couphetth VEG3D.
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Figure 5.9: Soil types for the uppermost soil layer from thesvrvertical soil type map in
VEG3D (left), from the TERRA LM standard map (miegland from the soil type classi-
fication of HAD (right). Soil type numbers of VEG3&8nd TERRA LM are explained in
Tab. 5.1. HAD classification is given in Appendid9

5.3 IMPLEMENTATION OF VEG3D IN COSMO-CLM

The online coupling of VEG3D with COSMO-CLM requirenultiple adaptations and
changes in the source code. In principle, the moitlel TERRA_LM is replaced by the
VEG3D and all routines, which use variables calkadaby the soil-vegetation scheme
need to be adapted to the variables used by VE®@a&Ditional data sets needed for driv-
ing VEG3D (parameters, inventories) have to be @m@nted in the COSMO-CLM sys-

tem.

5.3.1 NEwW PARAMETER DATA SETS

VEG3D needs explicit land use information, whicimag available in the external parame-
ter data set provided by DWD. The DWD data set ardgitains the derived vegetation
characteristics leaf area index and plant covethdnpre-processor, these vegetation char-
acteristics are computed as the area mean of fieeetht land use classes occurring in one
grid box, which are transferred from the CORINE,@&. or GLC2000 land use data set
(RITTER, personal communication, 2007). For VEG3D, the pre@ssor calculates the
majority land use class within one grid box as aytp an additional step, the 23 land use
classes from the pre-processor are assigned tol@héand use classes in VEG3D
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(Tab. 5.2). The land use inventory thus producégl &:10) is used as an input field during
the setup of the simulation (Fig. 5.11).

Furthermore, the new three dimensional soil typ&d§ described in subsection 5.2.2 can
now be read in during this initialisation step. Whe three dimensional soil map is given,
the soil types from the external parameter datérget DWD are assigned to the soil types
used in VEG3D (Tab. 5.1). The soil and vegetatibaracteristics for each soil type and

land use class in VEG3D are included as a lookabjetin the source code.

Up to now, ice and rock were not available as lasel and soil types in VEG3D. In some
alpine regions and in some Mediterranean areasrioeck is used in the soil classification
of the standard soil map. Therefore, ice and raeknaw included in the soil data set of
VEG3D. The new soil characteristics are given ib.Ta3. Ice has been introduced as an
additional land use class in the land use data\&euegetation cover is permitted for this

class.
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Figure 5.10: Land use classes of TERRA LM (top) and VEG3D (@oit Explanation of

numbers is given in Tab. 5.2.
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Number | Description VEG3D Number Description TERRA LM

0| bare areas 1| evergreen broadleaf tree (3)

1] artificial surfaces 2 | deciduous broadleaf tree closed (3)

2 | water bodies 3| deciduous broadleaf tree open (3)

3| broadleaf tree 4| evergreen needleleaf tree (4)

4| needleleaf tree 5| deciduous needleleaf tree (4)

5| mixed leaf tree 6 | mixed leaf tree (5)

6 | cultivated areas 7 | fresh water flooded tree (3)

7| crop 8 | saline water flooded tree (3)

8| grassland 9| mosaic tree / other nat. veg. (5)

9| mosaic grass / shrubs 10| burnt tree cover (5)

10| undefined 11| evergreen shrubs closed-open (8)

11|snow & ice 12| deciduous shrubs closed-open (8)
13| herbaceous cover closed-open (8)
14| sparse herbaceous or grass (8)
15| flooded shrub or herbaceous (8)
16| cultivated & managed areas (7)
17| mosaic crop/tree/natural veg. (7)
18| mosaic crop/shrub or grass (7)
19| bare areas (0)
20| water bodies (2)
21|snow & ice (11)
22| artificial surfaces (1)
23| Undefined (1)
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Table 5.2: Land use classes in VEG3D and TERRA_LM and thssoeiated numbers.
Numbers in brackets give the VEG3D land use tygegasd to the TERRA LM land use

type.
Parameter Variable name Rock Ice Unit
Saturation water content dws 0.2 0.2 -
Residual soil water content dwr 0.05 0.05 -
Matric potential at saturation dpsis -1 -1 m
Hydraulic conductivity at saturatigriks 0 0 m/s
Parameter for soil hydrology dlamb 1 1 -
Albedo of dry soll dgo0 0.15 0.3 -
Albedo difference dry - saturated
soil dgl 0 0 -
Emissivity of dry soil deg0 0.98 0.9 -
Emis. difference of dry and wet soileg| 0 0 -
Quartz content dqu 0.5 0.5 -
Heat capacity dcap 2.10E+061.80E+06G J/m3K
Density of dry soil drhod 2700 900 kg/m3
Thermal conductivity of dry soil | dcondd 2.93 2.51 W/mK|
Thermal conductivity of saturated
Soil dconds 2.93 2.51 W/mK

Table 5.3:New parameter data set in VEG3D for ice and rock.
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5.3.2 CouPLING OF VEG3D WITH THE ATMOSPHERIC PART OF THE MODEL

All variables that are output variables in the dand soil model of COSMO-CLM and are
used in other parts of the COSMO-CLM have to bewated from variables available in
VEG3D. This assignment is done at the end of th&¥& time step.

All parameters used in VEG3D that are not definedjlabal parameters have to be pre-
scribed new in the VEG3D routine at each time stegrder to be available even after re-
start, e.g. time-dependent vegetation parameterddaf area index or plant cover.

It is important to write the variables that areyonked in the VEG3D routine into the re-
start file in order to enable a correct restarcpdure after a certain simulation time. These
include the two snow temperatures, the heat flukesyegetation temperature, the canopy
temperature, and specific humidity.

The soil-vegetation model has an explicit influenoethree physics routines and the diag-
nostic routine within the source code where vaastitom the soil-vegetation model are
used (Fig. 5.11). Therefore, the following routires/e to be adapted to the soil model
used:

a) Radiation routine

The surface temperature and the albedo from tHevegetation model are used for the
calculation of the thermal infrared and reflecteédrsvave radiation from the ground. The
surface temperature is needed for the calculatidhesmal radiation from the surface and
normally the snow weighted soil temperature fromRRA_LM is taken; when coupled

with VEG3D, the canopy temperature is taken instead

The albedo is needed for the calculation of thertelawe radiation from the ground.
TERRA_LM calculates a mean albedo from the albefdancovered soil, of vegetation,
and of snow. The albedo of vegetation is kept @rnsh TERRA LM, whereas VEG3D
calculates a time-dependent vegetation albedo,hniBiaised in the radiation routine for

the summed albedo at the surface together witsdah@nd the snow albedo from VEG3D.
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Operationally, only the net radiation balance isikable from the radiation routine. How-
ever, VEG3D needs the incoming short and long wadetion, which has to be stored as

additional output parameters.
b) Convection routine

Deciding whether snow or rain reaches the grourndies considering the temperature at
300 m above the surface and the surface temper@i@®RA_LM) or the canopy tem-
perature (VEG3D).

C) Turbulence routine

As lower values for the calculation of the surflcges by a bulk scheme, the surface hu-
midity and the surface temperature are taken wselgurERRA_LM. Using VEG3D, the
heat fluxes are already calculated by the soil-tsge scheme and are readily available

for use in this routine.
d) Diagnostics

At the end of each time step, a diagnostic rousnelled to calculate near-surface values,
e.g. 2m-temperature, 2m-humidity and near-surfacedsv Using VEG3D, this part is

switched off and these parameters are calculatedttii in the soil-vegetation model.

Program initialisation PR 3-D Soil type map
2-D Land use map

Initialisation of each time step

.l, [ rid scale precipitation |
Physics > Radiation
‘1' Turbulence
- Convection
Cynamics
y Soil-vegetation model
Mudging
Diagnostic

Figure 5.11: Sketch of the simulation steps within the COSMOMCLUN red: major
changes in the source code that apply when the \ZE@A8tine is used. In blue: routines
where variables from the soil vegetation modeliesed.



6 SENSITIVITY OF COSMO-CLM REGIONAL CLIMATE
SIMULATIONS WITH RESPECT TO VEG3D AND

TERRA LM LAND SURFACE SCHEME

In numerical weather forecast models, the detailescription of soil processes was ne-
glected for a long time. Up to now, soil moistuastbeen used as a tuning parameter to
adjust the 2m-temperature by variational soil mwestanalysis (Hss 2001, RioDIN et al.,
1999) in the operational runs of the COSMO modamfiDWD. In the 1990s, the impor-
tance of a correct description of the soil processas recognized and intensive studies
were carried out on the influence of land surfacieemes on precipitation (e.gIMBAL

and HENDERSONSELLERS, 1998), the partitioning of surface heat fluxeg(&TmAaN and
HENDERSONSELLERS, 1998) and the development of boundary layer amection (e.g.
BELJAARS et al., 1996). The two-layer force-restore methatiemes for temperature
(DEARDORFF, 1978) and bucket models for soil water contendaMBE, 1969) used in the
past have been replaced by complex multilayerrsodels and even soil moisture freezing
and different soil horizons are taken into accokotthermore, in some models the subgrid
scale heterogeneity of the land surface is modddiedo-called tile approaches\(BSAR
and ReLKE, 1989). Because soil processes are slow procatsies lower boundary of the
atmosphere, their detailed description at all sceesven more important in climate mod-
els than in weather prediction models. A spuridosutation of soil water content can lead
to biases in temperature and precipitatiomAVE et al., 2003). The soil water content is
of crucial importance especially for the amountohvective precipitation (AR et al.,
1999).

The description of soil processes is very compleg anany different soil-vegetation-
atmosphere transfer schemes (SVATSs) are used ionagclimate models, e.g. BATS
(DICKINSON et al., 1993), ISBA (NILHAN and MAHFOUF, 1996) and MOSES (&X et al.,
1999). Besides the different formulations for sedter and soil heat transport they also
differ considerably in the parameterisation of wagen. In general, there are two possi-
bilities for considering vegetation in land surfaoedels. The first category of schemes
does not consider an explicit vegetation layer.(€®SMO-CLM (WLL et al., 2007),
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REMO (&cos, 2001), HIRHAM (G4RISTENSENet al., 1996)). They assume that the vege-
tation has the same temperature as the soil anhdhindluxes from the canopy can be de-
scribed by quantities already available in the smtel or by parameterisation and vegeta-
tion parameters. The surface temperature is usedltolate the sensible and latent heat
exchange between surface and atmosphere. The seategbry explicitly considers at
least one vegetation layer (e.g. RegCMois&! et al., 1993), MM5 (BeEN and DUDHIA,
2001)) and the schemes calculate transpiratiorhaatflux from the foliage to the canopy
air and from the canopy air to the lower atmosph®nece the soil-vegetation scheme in-
fluences the atmospheric processes via the excladngtent and sensible heat, there is the
question of how quantities like near-surface terapge and precipitation are affected by
the use of different land surface schemes in hagielution climate simulations for com-

plex terrain.

To study this, the VEG3D SVAT scheme was implemermtethe regional climate model

COSMO-CLM and simulations with a 7 km horizontakakition were performed for

Southwest Germany. VEG3D has an explicit vegetdagar, in contrast to the operation-
ally used soil model TERRA_LM (®wvs et al., 2005), which has no explicit soil-
vegetation layer. One therefore expects to findswerable differences between the two
schemes, especially over high vegetation. For léetaiomparisons, simulations with the
stand-alone versions of the two SVAT schemes weréopned. Such simulations allow

study of the effect of the land surface schemesadnwater content, soil temperature and
heat fluxes without any atmospheric feedback. Sams extending over several years
were performed to assess the influence of the samfhce scheme on the COSMO-CLM

simulations, with each SVAT coupled online with #tenospheric part of the model.

Section 6.1 describes briefly the two soil modededuand highlights the differences be-
tween them. Section 6.2 presents a comparisonea$tind-alone versions of both models
driven by observations for low and high vegetatiS@SMO-CLM simulations with each
of the two soil models coupled online are compdoed single day in section 6.3 and for
the year 2001 in section 6.4. Section 6.5 pres#r@scomparison of the COSMO-CLM
simulations with each of the two soil models codpimline for the period 1991 to 1995

and the decade from 1991 to 2000. A brief summnegien in section 6.6.
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6.1 DESCRIPTION OF THE MODELS

6.1.1 TERRA_LM

TERRA_LM is a multi-layer soil model without an diqit vegetation layer. It distin-
guishes five different soil types and also considee, rock and water. A changing vertical
profile of soil temperature and soil water contierinly calculated for these five soil types.
In case of ice, the water content is kept consdadtpotential evaporation from an ice sur-
face is assumed. For water, the surface temperatteken from the driving data: for rock,
no water transport in the soil is considered, bswiatemperature profile is calculated. The
vegetation parameters like leaf area index andifraof plant cover are calculated as the
weighted area mean of the different land use céasseurring in the grid box considered.
In climate mode the model usually runs with 10 icaftsoil layers with the following
depths of main levels (m): 0.005, 0.025, 0.07, 00184, 0.7, 1.42, 2.86, 6.74, 11.5.

In the lowest soil layer, temperature is kept cantstat a climatological value, which is
determined by the climatological mean of near-sfeemperature. There are active and
passive hydrological soil layers in TERRA_LM,; tladtér are the deeper solil layers. In the
active layers, water transport is calculated expliand below these active layers, water
content is kept at the value of the lowest hydrigiaigactive layer for thermal calculations
in the passive layers and no water transport sutated. Gravitational flow is assumed as
a lower boundary condition for the lowest activediojogical layer. In the standard
COSMO model, the hydrological active layers reagWwmto 2.50 m.

The model has an interception store and a snow 8tbere rain or snow can be accumu-
lated. If one of these stores reaches its maximapadity, the surplus can infiltrate into the
soil. The model produces surface runoff if thelirdtion rate is too low for the precipita-
tion rate or for the surplus from the interceptstare. When the soil water content reaches
the field capacity, ground runoff from the soibsnerated and the water is taken out of the

modelling system. There is no lateral water flowtha soil.

In case of snowfall, the model produces a snow rcovethe soil and from a height of
0.01 m onward it is considered as a snow deck aswmba temperature is calculated im-

plicitly. In TERRA_LM it is possible that a grid ites covered partially by snow and par
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tially not. The snow temperature is calculated frarprognostic equation and the snow
surface temperature, which is an output varialsleaiculated diagnostically by linear ex-
trapolation. Snow density depends on the snow dapthalso on its temperature. Ageing
of snow results in a decrease of albedo and aeaserof density. The thermal conductiv-
ity of snow is parameterised depending on the amoiusnow water.

The heat fluxes from the surface are calculated bylk formulation using the temperature
and the specific humidity at the surface calculdigdhe soil model and the values in the
lowest atmospheric level. The surface humidityakualated from the sum of evaporation
from snow store, from interception store, from bsod, transpiration from all soil layers

and formation of dew and rime. The surface tempeeas a weighted mean between the
temperature of the uppermost soil layer and thevaemperature. The calculation of these

fluxes is part of the turbulence parameterisatidons et al., 2005).

Bare soil evaporation is calculated as the mininafippotential evaporation at surface tem-
perature and the maximum moisture flux through shieface the model can sustain
(DICKINSON, 1984). Plant transpiratiofr is parameterised basically followingdBINSON

(1984) as a function of potential evaporatigp, at surface temperaturg,,, the atmos-

pheric resistance, and the foliage resistance
Tr = ra(ra +rf)_lEpot Tsfc)' (61)

In this formulation it is assumed that the folidgenperature equals the surface tempera-
ture and that the moisture flux between the foliagé the air inside the canopy equals the
flux between the air inside and the air above t®opy. The foliage resistance is a func-
tion of radiation, soil water content in the rooine, 2m-temperature, leaf area index and
the maximum and minimum values of stomatal resggaifhe atmospheric resistance is
the product of the bulk transfer coefficient foristare and the magnitude of the wind in

the first model layer above the surface.

The transport of liquid watew; in the solil is calculated by solving the progno®ichards

equation (HLLEL, 1980):

ow(zt) _ 0

ow, (z,t)
ot 0z 0z

{DW(W' 2) - K, (w ,Z)}-rw(vv',Z)- (6.2)
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The water uptake by plants from the soil is desctibyr,, . In this formulation, hydraulic
diffusivity D,and hydraulic conductiviti{, have to be parameterised, which is done us-

ing exponential functions bylIREMA (1969):
Dw(W|) =D, eXF{Dl(WPV _W|) I(Wey = WADP)]’ (6.3)
Kw(W) =K, eXF{Kl(WPV _W) [(Wey _WADP]’ (6.4)

where D,, D,,K,, and K,are hydraulic parameters depednig on soil tygg, and w,,.

are the pore volume and the air dryness pointEnds the weighted mean of the liquid

water content at half levels. In the presenceef ic

—_ W
V\/I =
1_ Vvice

(6.5)

replaces the water contem{ and the hydraulic coefficients are reduced byrduiction

factor

r = 1_ Ivla'X(\Nice,k’\Nice,k+1) .

(6.6)
Wey

The reduction factor depends on the ice contentof the two adjacent soil layeks and

k +1 and the pore voluma,,, .

The change in soil temperatdigis described by the molecular heat equation:

0Tg _ 10 Ag 9T : (6.7)
ot pcoz 0z

The volumetric heat capacity of the s@t is the sum of the volumetric heat capacity of

the soil components dry soip(c, ), water content g,c, ), and ice contentg..C..):

Im = poCO (1_ VV| - \Nice) + pWCWVV| + Iowcicevvice' (68)

The heat conductivityl, is parameterised with a constant soil water cdntepending
only on soil type (calculated as the mean of sa@itew content at field capacity and of soil
water content at plant wilting point) and does comsider soil ice. Due to the very thin

uppermost layer, the soil heat equation has taobed implicitly. The change of solil ice,
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soil water, and soil temperature caused by freeaimymelting processes in the soil is cal-

culated diagnostically at the end of each time.step

The vegetation is accounted for by the leaf ardexrand the plant cover, which vary from
minimum to maximum values during the vegetationquedepending on Julian day, lati-
tude and altitude, by the root depth dependinghenJulian day and by the time independ-

ent roughness length; soil horizons cannot be nhexiel

Near-surface variables, e.g. 2m-temperature and gfeed in 10 m height, are calculated
diagnostically by using a scheme based on sinylaheory and developed byAR
SCHENDORFER(DWD):

2=a+9(g-a) (6.9)

fSA

The parameteg is the variable value at the surfagg, is the variable value at the lower-
most atmospheric layer ang is the value at the height considered. The parasdtg

and f , are dimensionless resistance parameters descth@ngsistance for the layer from

the surface levelS to the considered levdl and from the levelL to the lowermost at-

mospheric leveA.

6.1.2 VEG3D

VEG3D is a SVAT model with an explicit vegetati@yér (£HADLER, 1990). The vegeta-
tion is represented by the “big leaf’” concept, vehtre vegetation is thought of as a single
layer above the soil exchanging latent and sensibé with the canopy air and extends
DEARDORFFs (1978) model. The vegetation layer is considaressless and has its own
vegetation temperature. The model distinguishedliff8rent soil types. Additionally it
accounts for ice, rock, and water, which are hahdhea similar way to TERRA_LM.
Unlike TERRA LM, VEG3D uses only the majority lande class within one grid box to
determine the vegetation characteristics for the lgox. The vertical partition of soil lay-
ers has been adjusted to be the same as in TERRAALMe lowest soil layer, the tem-
perature is kept constant and gravitational fluxsed as boundary condition for soil mois-
ture like in TERRA_LM. Unlike TERRA LM, there is ndistinction between active and
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passive hydrological layers. All layers are actasgers. The model has an interception and
a snow store and produces surface runoff if théretion rate is too low for the precipita-
tion rate or the surplus in the interception st&enoff from soil layers is generated if the
soil water content becomes equal to the pore volumeontrast to TERRA_LM, the run-
off cannot leave the soil but is transported tol#yers above. Runoff is only produced as
surface runoff when all layers are saturated. Stise runoff, therefore, can only be gen-

erated by gravitational transport from the lowestk layer.

In case of snowfall, the model produces a snow rcomghe soil. From a height of 0.01 m
onward it is considered as a snow deck, for whisim@v temperature is calculated, as in
TERRA _LM. In VEG3D, it is not possible for a griglcto be covered partially by snow.
If a snow deck is simulated, all the ground notered by vegetation is assumed to be cov-
ered by snow. The snow on the ground is modellednaslayer, for which an individual
prognostic snow temperature at the top and theivotf the layer and a snow density is
calculated. The snow model is based on the Canddiad Surface Scheme (CLASS)
(VERSEGHY, 1991) and the snow model ISBA1dDvILLE et al., 1995). The albedo, the
emissivity and the transfer coefficients for thatiuxes of the vegetation are adjusted for

snow-covered vegetation.

The heat fluxes from the surface are calculated bylk formula that takes account of the
temperature and the specific humidity within thea@y and the values in the lowest at-
mospheric level. The transfer coefficients are Wlaked according to similarity theory. For
the closure, the Monin-Obukhov length is calculatedhtively. The values within the can-
opy are calculated by considering the fluxes freamebsoil and foliage. To calculate the
fluxes from bare soil, the surface humidity is rpt@ated between the saturation humidity
of the first soil layer and the humidity within tikanopy. Either the temperature of the up-
permost soil layer or the snow temperature is tasrurface temperature. Neutral condi-
tions and logarithmical vertical profiles baseddisplacement height are assumed to cal-

culate the transfer coefficients within the canopy.

Plant transpiration is expressed as a functionatiiration humidity calculated from the

foliage temperaturd, and humidity of the first model level; :

Tr=(r, +rf)_1(qs(Tf)_qaf)’ (6.10)
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wherer, is the resistance from the foliage to the surraomair calculated by empirical

functions according to ACONET et al. (1986) andr, is the stomatal resistance after

TACONET et al. (1986) and ErrRDORFF (1978). When the interception store of the plant
surface is not zero, potential evaporation from ititerception store is calculated. The

temperature of the foliage is determined iteragifedm the energy balance of the leaves.

The Richards equation for water transport is usedeG3D in its potential form:

c. .22 :Q{K(w,z)(w(z't) ﬂﬂ—rw(vv.,Z), (6.11)
ot 0z 0z
:aﬂ K = Daﬂ
Yooy oy

To calculate the matric potentig¢ and the hydraulic conductivit)K, three different

parameterisations are available in line witko®ksand WREY (1964), QMPBELL (1974)
and VAN GENUCHTEN (1980). In most cases, the Van Genuchten paraisegien, which is
often used in hydrological models, shows the besults in soil moisture simulation
(BRAUN and SHADLER, 2005). It is therefore used for the following siations and is

already described in detail together with freeand melting of soil in subsection 5.1.2.

As in TERRA LM, the soil temperature is calculabgdthe molecular heat transport equa-
tion. In contrast to TERRA_LM, the thermal conduit$i is a function of the actual water
content and is changed in the presence of ice.hBa¢ capacity is calculated as it is in
TERRA_LM.

The vegetation is described by the parameters dezd index, plant cover, roughness
length and displacement height, which vary fromimim to maximum values during the
vegetation period depending on Julian day andithe-independent root depth, which is
determined by the vegetation type. Different soitirons can be assigned within one soill
column, a feature not used in this study in orderptovide a fair comparison with
TERRA_LM. For the same reason, only the five sgilets in VEG3D that are available in
TERRA LM are used.

The near-surface parameters, e.g. 2m-temperatutel@m-wind speed, are calculated
from the integral form of the flux gradient relat&hip. For 2m-temperature, the following

form is used:
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6 +2 -d
6, = I{ f{sz j— fT(Zij + ea} , (6.12)

where L is the Monin-Obukhov lengthg, is the atmospheric potential temperature at the
lowest atmospheric model level with height &.is the generic turbulent temperature
scale, z,,, is the roughness length for heat, d is the digprent height and- is the inte-

grated Dyer-Businger relationship for heat.

The main differences between the two SVAT modetssammarized in Tab. 6.1.

Process TERRA LM VEG3D
Runoff Oversaturation in soil layers | Oversaturation is transported to
goes directly into runoff soil layer above and can leave
model only as surface runoff
Parameterisation of | Rijtema (1969) Van Genuchten (1980)
soil water transport
Snow Partial snow cover possible Snow deck only for whole grifd
box
Thermal conductivity | Constant soil water content | Actual soil water content use;
of the soil used; no change in the preserjcghanged in the presence of ice
of ice
Plant characteristics | Mean value over grid box Only major plant form consid-
ered
Vegetation No explicit vegetation layer Big leaf concept for vegetation
Surface fluxes Calculation by surface values Calculation by values inside the
canopy

Table 6.1: Main differences between the land surface modeéRRA LM and VEGS3D.
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6.2 SIMULATIONS WITH THE STAND -ALONE VERSIONS OF THE

TWO SOIL -VEGETATION MODELS

A suitable way of comparing two SVAT models is tavd them with observed meteoro-
logical data in a stand-alone mode without couplmgn atmospheric model. With the
same forcing data, it is possible to determinedifierences in soil temperature and soil
moisture as well as in heat fluxes that occur @uthé different model formulations, with-

out possible feedback sensitivities of the atmospmeodel.

Due to the different model formulations, differeadbat are particularly large over high
vegetation would be expected. To compare the chiyabi both models to simulate low
and high vegetation, simulations for the Falkenb&tg (Neisser et al., 2002) and the
Hartheim site (MYER et al., 2000) were performed (Fig. 6.1). The meament field Fal-
kenberg operated by DWD'’s Observatorium Lindenh&in open grassland site southeast
of Berlin; Hartheim is an experimental forest siteluding an observation tower, situated
in a pine forest 1 km east of the river Rhine, apet by the University of Freiburg. The
year 2005 was simulated for Lindenberg and the §6@d for Hartheim.

Driving the soil models with observations requities option to calculate the heat fluxes at
the surface within the stand-alone model. In TERBRM this is normally part of a turbu-
lence scheme in the atmospheric part of the COSNI®,Qvhich therefore has to be in-

cluded in the stand-alone version.
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Figure 6.1: Map of the observation sites (left). Stations sdicated by grey points.
Sketch of the observational tower in Hartheim (eentourtesy of the Meteorologisches

Institut der Universitat Freiburg) and picture loé tmeasurement field Falkenberg (right).
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The included scheme is based onuls (1979) and was formerly used in the COSMO
model. In VEG3D the heat fluxes are already catedlaaccording to similarity theory by

the soil-vegetation scheme.

Besides atmospheric driving data, the plant anbpsrameters of the two measurement
sites are needed. There are two ways to deterrhegee tcharacteristics: the soil type and
the land use can be determined at the observat®arsl a parameter table can be used to
read off the soil and vegetation parameters ochiaacteristics used by COSMO-CLM by
default at this grid point are taken. Here, thetfoption was chosen and the parameters
were taken from the tables given in the COSMO mddeumentation (Dms et al., 2005)

for TERRA_LM and from the tables contained in VEG3Differences between these two
approaches can arise because in COSMO-CLM the atemeicharacteristics and the soil
type are an average over the land use and sofedadassified in a grid box, so they can
differ markedly from the observed ones at the olz&m site. This could affect the simu-
lation results considerably because the modelteeané quite sensitive to changes in plant
and soil characteristics. Because of this sensitia special data set of leaf area index,
fraction of plant cover and soil characteristics baen collected bys#®eT et al. (2006) for
Lindenberg, which is used in this comparison fa TERRA_LM simulation. The vegeta-
tion characteristics, soil types and measuremeighte used for each simulation are
shown in Tab. 6.2 and Tab. 6.3. In all stand-akineulations only the lowest soil layer in
TERRA_LM is a hydrological passive layer. All théher layers are hydrological active
layers.

The models were initialised with the same soil terafure and soil water content profiles
on January 1 of each year and were driven by theljhoneans of meteorological vari-
ables. The models were run with 10 soil layerdwitain level depths as set out in sec-
tion 6.2 and the model output was every hour.
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Plant/soil Lindenberg Lindenberg Hartheim Hartheim
characteristics TERRA LM VEG3D TERRA LM VEG3D
Roughness length 0.03 Minimum: 0.02 1.0 1.0
(m) Maximum: 0.03
Displacement height -- Minimum: 0.1 - 12.0
(m) Maximum:0.15
Leaf area index 0.5 2.0 1.3 9.0
minimum
Leaf area index 2.5 4.0 3.8 13.0
maximum
Plant cover minimum 0.55 0.90 0.8 0.9
Plant cover maximum 0.8 0.95 0.8 0.9
Root depth (m) 0.6 1.55 0.6 2.0
Land use grassland grassland coniferous coniferous
forest forest
Soil type loamy sand loamy sand sandy loam sandy loam

Table 6.2: Plant and soil characteristics of TERRA LM and \@BGat Lindenberg (grass-
land) and Hartheim (coniferous forest).

Parameter Lindenberg Hartheim
Temperature 2m 19.1m
Humidity 2m 19.1m
Wind speed 10 m 18.8 m
Radiation 2m 16 m
Precipitation Surface Plant free area
Soil temperature 0.05, 0.1, 0.15, 0.2, 0.3, 0.45, 0J50.01, 0.03, 0.05, 0.1, 0.2, 0/4
(depth in m) 0.6,0.9,1.0,1.2
Average soil moisture[ 0.03-0.09, 0.09-0.27, 0.27-0.81 Not available
content (depth in m)
Sensible and latent 2m Calculated from temperature
heat flux and humidity profiles

Table 6.3: Measurement heights of atmospheric parametergdehberg (grassland) and

Hartheim (coniferous forest).
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6.2.1 SIMULATIONS FOR THE LINDENBERG GRASSLAND SITE

For Lindenberg, a comparison of soil moisture, serhperature, and heat fluxes with
measurements is possible. The observed soil watdeit is averaged to three layers from
3-9, 9-27 and 27-81 cm. In the two upper soil kyédre amplitude of soil moisture
change due to rainfall is captured well by both eledluring winter and spring but the
absolute values are too low (Fig. 6.2). This is tu¢he fact that the soil type loamy sand
used in the simulations has a lower field capattign the soil at the measurement site
(25 vol.-%). The field capacity of loamy sand inRIEA_LM is 19 vol.-% and in VEG3D
12 vol.-%, which explains the stronger decreaswaitr content in both simulations at the

beginning of the simulation compared to observation
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Figure 6.2: Observed and simulated soil water content foretldiéferent soil layers and

observed precipitation (prec) for the year 200biadlenberg.
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During the summer months the water content is sitedl reasonably well by both models
in the two upper soil layers, with slightly betdEG3D results in the first layer and con-
siderably better VEG3D results in the second laykere maximum differences of up to
10 vol.-% occur in the TERRA_LM simulation comparedthe observations (Fig. 6.2).
Both models capture the simulation of strong dryngat the beginning of summer and of
refilling afterwards. In the lowest soil layer, theodels do not simulate the amplitude of
the soil moisture change correctly. The amplitiglsmoothed by the models and differ-
ences up to 15 vol.-% occur between the obsenatom the TERRA_LM simulation
during the summer months. In summer, the VEG3D kitimin shows considerable better
results than the TERRA_LM simulation for the loweshlayer.

The annual cycle of soil temperature averaged theedepth from 0.07 to 1.42 m is simu-
lated well by VEG3D (Fig. 6.3). The correlation ffagent for the daily mean of soil tem-
perature is 0.998. In the TERRA_ LM simulation, twrelation coefficient is 0.992 and
there is an underestimation up to 3 K during tharser months. This underestimation is
caused by a too strong nighttime cooling (Fig. 613)e maximum daytime temperatures
are similar for both simulations in the third slayer (0.07 m) but in the night differences
of up to 3 K between the VEG3D and the TERRA_LM dimion occur, which can also

be found in the deeper soil layers and cause tetrong cooling compared to observa-
tions.
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Figure 6.3: Daily mean of observed and simulated soil tempegatveraged over the soll

layers from 0.07 to 1.42 m for the whole year 2(@8) and hourly soil temperature of the

third soil layer (0.07 m) for the two simulationsdathe observations for a summer period
in 2005 for the Lindenberg site (right).
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Figure 6.4: Comparison of simulated and observed latent (kft) sensible (right) heat
fluxes at Lindenberg site for the year 2005. Pointicate the simulations, dashed lines
indicate the linear fit and the solid line is thiedeting line. For purpose of clarity, only

every tenth point is shown.

The partition into sensible and latent heat fluxigd captured well by both models (Fig.
6.4). The latent heat flux is underestimated byTB®RA LM simulation and the correla-
tion coefficient is poor (0.55). The VEG3D simutatialso underestimates the latent heat
flux but the correlation is much better (0.85).

The sensible heat flux is overestimated by bothukitions, with higher correlation for the
VEG3D simulation (0.65) than for the TERRA LM simatibn (0.50). The latent heat flux
IS overestimated by the TERRA_LM simulation mostiyring the summer months
(more than 10 W i) where the VEG3D simulation underestimates thenkaheat flux

(about 5 W rif) (Fig. 6.5). The sensible heat flux is stronglemstimated by both models

(25 W m?) during the summer months and no model is to béeped.

During winter, VEG3D results for latent heat fluseauite good but the sensible heat flux
is overestimated. The opposite behaviour is obsefee the TERRA_LM simulation,
which estimates sensible heat flux well but strgngVerestimates latent heat flux. The
total amount of sensible and latent heat flux tfi@ winter months is captured well in both
models, with a maximum difference of 20 W?mmompared to the measurements and a
maximum difference of 7 W fbetween the model simulations (Fig. 6.6). In thexser
months, the difference between the total amountedt fluxes in TERRA_ LM and
VEG3D is around 15 W i This is due to the lower albedo in TERRA_LM (0.t6m-
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pared to the albedo of the VEG3D simulation (0.22)¢ sum of latent and sensible heat
flux is overestimated by both models compared teeolations (Fig. 6.6) but the overesti-
mation is stronger in the TERRA_LM simulation (30 W?) than in the VEG3D run
(15 W ).

For the chosen land use type and soil type, VEG&fbpns better than TERRA LM with
regard to heat fluxes and soil temperatures everatber low vegetation where one would
have expected only small differences between tlentdels. The main differences in soil
water occur in the deeper soil layers, where TERBW underestimates the soil water
content considerably.
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Figure 6.5: Comparison of observed (OBS) and simulated montiégns of latent (left)
and sensible heat fluxes (right) at Lindenbergfsitehe year 2005.
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6.2.2 SIMULATIONS FOR THE HARTHEIM FOREST SITE

For Hartheim, a comparison of soil temperature anergy balance with observations is
possible. Unfortunately no water content measurésnare available for the year 2001.
Unlike the Lindenberg station, the temperature mesasents only cover the upper 40 cm
of the soil. In this depth range, the average dftemperature shows good agreement with
the observations for the VEG3D simulation exceptrduthe summer months, where it
overestimates soil temperature by up to 3 K (Fig).6'’he TERRA_LM simulation under-
estimates the temperature during the cold seasboarestimates it during the warm sea-
son. This overestimation is much higher than therestimation by the VEG3D simula-
tion. In the upper soil layers the temperature esgmation during daytime reaches 8 K
and more in the TERRA_LM simulation compared to esbations (Fig. 6.7). In the
VEG3D simulation, the additional vegetation layeeyents this heating and the tempera-
ture agrees better with the simulations. The marindifference is only about 5 K. The
temperatures during night time are simulated bdtgerthe TERRA LM model. The
VEG3D model simulates temperatures that are slighth high (up to 2 K); the vegetation

layer prevents the necessary cooling during nigletti

In agreement with the observations, the vegetdager in VEG3D inhibits the strong
cooling during winter simulated by TERRA_LM (Fig.8p. Unrealistic soil freezing is
prevented in the VEG3D simulation as well.
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Figure 6.8: Comparison of hourly values of observed and sitedlaoil temperature at

0.025 m for a winter period in 2001 for the Harthesite.

The absolute value of thermal net radiation atstiméace is higher than in the TERRA LM
simulation (Fig. 6.9). In contrast, the net shosavaadiation is lower than observed in the
TERRA_LM simulation (Fig. 6.9). This is caused byabedo (0.15) higher than the one
in the observations (0.11). VEG3D simulates anddb@®.12) similar to the observed one
and consequently the simulation of the net shoréwadiation agrees well with observa-
tions. The net thermal radiation is also overedithdy VEG3D but not as strongly as in
the TERRA_LM simulation. The correlation of the h#axes is worse than at the Linden-
berg site. The correlation coefficients for theetatsensible heat flux are 0.09/0.09 for the
TERRA LM simulation and 0.14/0.13 for the VEG3D siation. In general, the results
from the VEG3D simulation are slightly better thiwose of the TERRA LM simulation
and both models tend to underestimate sensibléadert heat flux (Fig. 6.10). Both mod-
els underestimate the sensible heat flux througtimitvhole year, whereas they underes-
timate the latent heat flux only during winter asgting and show an overestimation of

latent heat flux during summer.

The water content cannot be compared to obsenghtionthe water up-take by the roots is
quite different in both models because of the d#ffié root depth. TERRA LM takes up

water mainly from the uppermost six soil layersevdas VEG3D also takes up water from
much deeper layers. Therefore, the water conterthénuppermost six layers in the
VEG3D simulation does not show as strong a decrdagag summer time as it does in
the TERRA LM simulation (Fig. 6.11). The total clganof water content over all soll

layers is relatively similar until the end of thenslation period.
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For the Hartheim forest site, VEG3D performs betitein TERRA _LM. As expected, the
differences between the two simulations, especiallyhe soil temperatures, are much
higher than for the grassland site. Both modelsvsteficiencies in modelling the heat
fluxes, due to an incorrect partitioning into latand sensible heat flux. Apart from uncer-
tainties from applying the Bowen ratio method tee&i sites, the parameterisations used in
the models may not be suitable for forest canoffEmMeEAD and BRADLEY, 1985) and

may thus contribute to the poorer agreement cordgargrassland.

6.3 DAILY SIMULATIONS WITH THE ONLINE COUPLED LAND

SURFACE SCHEMES

Simulations with the land surface schemes couge@iQSMO-CLM were performed for a
day with shallow convection to investigate theuefice of the land surface scheme on the
boundary layer and the formation of clouds andhieck the reliability of the results of the
online coupled COSMO-CLM/VEG3D system. GME foresasere used as driving data.

On 1 June 2002, an intensive observation peridd®VERTIKATOR experiment (Verti-
cal Exchange and Orography) took place in South@estnany (Barthlott et al., 2006).
Radiosondes were launched at two sites in the R¥alley and in the Black Forest and a
ground-based observation network had been instédlecbllect information about near-
surface meteorological variables such as 2m-tenyrerand humidity, 10m-wind and heat
fluxes. A description of the measurement networdt tire synoptic conditions on that day
can be found in MISSNER (2004).This data set is used to evaluate the enfie of the
VEG3D land surface scheme on the planetary bourdgey and on cloud formation. The
radio soundings of 6, 12 and 18 UTC are compared the COSMO-CLM simulations
coupled online with TERRA LM and VEG3D for the s&ats Freistett and Horb (stations
are depicted in Fig. 9.11).

At Freistett, the vertical profiles between the twwmnulations vary even at 6 UTC
(Fig. 6.12). The VEG3D simulation shows lower sfie¢ciumidity and higher temperature
than the TERRA simulation up to 950 hPa. Neithetheftwo models simulates the strong
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inversion in temperature in the lowest 50 hPa, aanodel gives better results than the
other. For humidity, the TERRA simulation showstéetesults than the VEG3D simula-
tion at 6 UTC. At 12 UTC both simulated temperatorefiles are quite similar and under-
estimate the observed profile by up to 1 K. Thetfinversion is not simulated in both runs.
For specific humidity, both profiles match well up a height of 950 hPa. Above this
height, humidity is reduced in the VEG3D simulatiam to a height of 900 hPa and in-
creased above 900hPa, compared to the TERRA sionldathe absolute values of spe-
cific humidity agree better with observed valuestfee VEG3D simulation but the bound-
ary layer height is lower than in the TERRA simigat which is not in accordance with

the observations.
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Figure 6.12: Vertical profiles of specific humidity and temptne of observations (black
dots), TERRA simulation (red line) and VEG3D sinida (blue line) at the Freistett site
for 1 June 2002 at 6 (left), 12 (middle) and 18 UTight).
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At 18 UTC, the temperature profile in the VEG3D slation is slightly colder than the
TERRA profile, which disagrees with the observatidiowever, the VEG3D simulation is
able to simulate the inversion, which is not sinedain the TERRA run. Both profiles
agree well with the observations for specific hutgidvith slightly higher humidity values
and therefore better agreement with the obsenatiothe TERRA simulation.

At Horb, the differences at 6 UTC are not as prowed between the two simulations as in
Freistett (Fig. 6.13). Both specific humidity pief are rather similar. The temperature is
simulated better in the VEG3D run but the inversiothe lowermost 50 hPa is missing in
both simulations.
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At 12 UTC, the temperature profile between bothuations is quite similar, as was al-
ready found for Freistett. The humidity in the bdary layer shows higher values in the
VEG3D simulation than in the TERRA simulation. Caamgd to the observations, both
models simulate a humidity amount that is too higtthe boundary layer and too low
above the boundary layer. As in Freistett, the ldauy layer height is given more realisti-
cally by the TERRA simulation. These differencesvartical humidity profile are en-
hanced until 18 UTC. In the VEG3D profile, the dugpof specific humidity compared to
observations is located nearer to the surfaceithtime TERRA simulation and leads to an
overestimation of specific humidity by up to 1.&kgj* compared to the observations. In the
TERRA simulation, the humidity is transported igher altitudes and therefore the values

of humidity agree better with the observationsaf70 hPa.

The cloud development is quite similar in both deions (Fig. 6.14). As can be seen
from the satellite images, the cloud developmerdt2alTC agrees well with the observed
one. As observed, clouds form over the northerntaadsouthern part of the Black Forest
in both simulations. The intensity of cloudinessimilar in both simulationsAt 16 UTC,

strong cloud cover is simulated only for the southglack Forest by both models and the
cloudiness is slightly higher in the VEG3D simubatti In the Northern Black Forest the
cloud-covered area is even reduced in the simusitidhis disagrees with the observa-

tions, where the cloud cover in the Northern BlRokest increases.

The heat fluxes show differences, especially in Riivne Valley and the Vosges Moun-
tains (Fig. 6.15). The latent heat flux valuestia Rhine Valley are quite low (<100 WWin

in the TERRA simulation and quite high (up to 500m) in the Vosges Mountains. In
reverse, the sensible heat flux is too low overtbeges Mountains (<100 W hand too
high in the Rhine Valley (400 W ). For forested areas, such as the Vosges Mountains
one would expect a bowen ratio (ratio of sensibléatent heat flux) of 1.0 and for areas
with grassland, as the Rhine Valley, one would ekmebowen ratio of 0.7 5T and
MAYER, 2006). In the TERRA simulations we get value®.@b for forest and 4 for grass-
land. In the VEG3D simulation, the difference betwehe heat fluxes for forested and
cultivated areas is smaller but clearly visiblee ®mount of 300 W fhand 200 W rif for
latent heat flux over forest and cultivated aress 200 W nif and 100 W 14 for sensible

heat flux seems adequate compared to literaturesdROsTand MAYER, 2006).
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The variability in the radiation balance is muchgher in the VEG3D simulation
(Fig. 6.16). The values of the radiation balaneehagher over the forested areas and lower
over the cultivated areas due to the lower albedw torest, and maximum differences of
120 W m? are observed. In the TERRA simulation, this défese is not as pronounced

and maximum differences of 80 W2are observed.
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Figure 6.14: Satellite images of cloud cover (top) and simulat®ud cover in percent of
grid box from VEG3D simulation (middle) and TERR#Anulation (bottom) for 12 UTC
(left) and 16 UTC (right) at 1 June 2001.
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For a more detailed comparison, the results ofwesimulations were evaluated by ob-
served station data. For this comparison, the ebtiens at the Sasbach and Musbach sites
were used. These were the only two sites measthmgadiation balance as well as the

heat fluxes and the 2m-temperature.

At Sasbach site, the values of sensible heat flexsemulated well by the VEG3D run but
they are about 100 W frtoo high in the TERRA run (Fig. 6.17). The valwédatent heat
flux between both models agree well and an eadémrease in the diurnal cycle can be
observed in the VEG3D simulation. Unfortunately, latent heat flux was measured on
that day. The radiation balance is similar for betmulations and the daily variation
agrees well with the observations (Fig. 6.17). Bgimight time, both models underesti-
mate the radiation balance by about 50 W. Mt noon, an overestimation of about
50 W m? is found for the TERRA run and about 10 W for the TERRA run. The diurnal
cycle of 2m-temperature is well represented by otinels, with slightly higher tempera-
tures than observed during the night (Fig. 6.1 @mplitude is slightly too small in both
simulations. This leads to an underestimation ofpterature at noon in the VEG3D simu-
lation and to an overestimation in the TERRA sirtiata The values of near-surface spe-
cific humidity are similar during nighttime but dng the day the value is about 2 g'kg
higher in the VEG3D simulation (Fig. 6.17).

At the Musbach site, the simulated heat fluxessamdlar in both models with slightly
higher values for latent heat flux in the TERRA slation (30 W nif ) and slightly higher
values of sensible heat flux for the VEG3D simaat{20 W n¥) (Fig. 6.18). The mod-
elled values for latent and sensible heat fluxtagher than observed by about 50 W.m
The radiation balance is also higher than the eleseone by about 70 W f(Fig. 6.18).
Adding up radiation balance and heat fluxes a marinsoil heat flux of 120 W this
obtained for both model runs, which is similar he pbserved one (100 W2n The am-
plitude of the diurnal cycle of 2m-temperatureeapnoduced well by both models. For the
TERRA simulation, realistic results are obtainedhpared to the observations but for the
VEG3D simulations the values are about 2 K too (6ig. 6.18). This is due to the land
use class forest, which is used at this grid pwirthe model. A detailed explanation for
this underestimation is given in subsection 6.#t# diurnal cycle of near-surface specific

humidity is quite similar in both models and diieces are lower than 1 gkg
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Figure 6.17: Latent and sensible heat flux (top), radiation beda (middle), 2m-
temperature and near-surface humidity (bottom)oleservations (obs) and VEG3D and
TERRA simulation for 1 June 2002 at the Sasbaeh sit
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Figure 6.18: Latent and sensible heat flux (top), radiationabeé (middle), 2m-
temperature and near-surface humidity (bottom)oloservations (obs) and VEG3D and
TERRA simulation for 1 June 2002 at the Musbaah sit

Both models are able to reproduce the verticalileofnd the diurnal cycle of heat fluxes,
radiation balance and 2m-temperature but differenmetween the two simulations are
clearly visible. For a first comparison and forheeck of qualitative reliability daily simula-
tions are adequate and both models have provemeimability. Performing daily simula-
tions is the method normally used to test new patarisations. Due to the necessary spin-
up time of the soil model, which normally takedestst several months, the evaluation of
longer time scales is essential for an adequatganson between the two online coupled

land surface schemes.
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6.4 SIMULATIONS WITH THE TWO LAND SURFACE SCHEMES
COUPLED ONLINE WITH COSMO-CLM FOR THE YEAR 2001

Simulations with the two SVATs coupled to COSMO-Clwére performed for the year
2001 using GME analysis data AMEwski et al., 2002) as driving data. From the water
balance point of view, 2001 can be considered @nage year, without extended periods
of draught or wetting. The advantage of GME datagared to ERA or NCEP reanalysis
data is its higher resolution (about 60 km). Therefthe COSMO-CLM simulations with
7 km grid size can be driven directly without atimegstep. This corresponds with the way
the operational COSMO-EU weather forecast modelns The simulations were run from
the first of December 2000 to January 2002. Duthéoproximity to the Alps, the area of
simulation is much larger than the investigatiomaaand includes the whole alpine region
(see subsection 4.3.1) (Fig. 6.19). Model resuktsewvaluated for the Southwest of Ger-
many (Fig. 6.19). The simulations are compared wiibervational data from 55 weather
stations operated by the German Weather ServiceOPiat were pre-processed by the
PIK Potsdam (GTerRLE et al., 2006).

COSMO-CLM version 4.0 is used, with a horizontaaletion of 0.0625° and a time step
of 40 seconds. The parameter settings and pardsatiens are the same as they are for
the ERA/7km run described in section 4.1. Fordimeulation with TERRA_LM only the
lowest soil layer in TERRA_LM is a hydrological gage layer. All other layers are hydro-

logical active layers.

In addition to the quantities considered in sec8dh annual precipitation and near-surface
temperatures are also compared. Annual precipitageaporation sums, soil water content
and soil temperature are compared for the entirestigation area. Maximum, minimum

and mean 2m-temperature and precipitation are cad@d observation sites.
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Figure 6.19 Left: Simulation domain with investigation aregrdy rectangle). Right: In-
vestigation area with measurement stations. Fstasbns are indicated by black dots and

non-forest stations by black triangles (for exptamasee text sec. 6.4.2)

6.4.1 COMPARISONS FOR THE WHOLE INVESTIGATION AREA

The observed annual precipitation sum in the ingasbn area ranges from 500 mm in the
Rhine Valley to 2000 mm in the Black Forest. A é&fect with a pronounced reduction of
the precipitation sum can be observed in the dakedlack Forest. For the Swabian Jura
precipitation is about 900 — 1400 mm: further nattis about 600 — 1000 mm in the low-
lands and 1000 — 1400 mm at elevated sites. Bothlations reproduce this precipitation
distribution qualitatively but the total amountstfa¢ elevated sites are overestimated by up
to 600 mm. A comparison of the annual precipitasam between the two simulations is
shown in Fig. 6.20. The total precipitation amoimthe VEG3D simulation is higher at
the western slopes of the Black Forest (which éswindward side for the prevailing west-
erly flows) and also over the whole area of the Idam Jura (Fig. 6.20). In the area of the
Black Forest and the region north of it, the preatpn amount is generally lower than in
the TERRA_LM simulation and differences reach valoéup to 150 mm. These patterns
can also be found in the annual grid scale pretipit (Fig. 6.20). For the convective
(subgrid) precipitation, patterns are similar te tbtal precipitation in the southern part of
the investigation area; for the northern part, Brgbonvective precipitation in VEG3D is
offset by grid scale precipitation resulting in @tal precipitation lower than in the
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TERRA LM simulation for that region (Fig. 6.20). dlarea average of total precipitation
is about 50 mm higher in the TERRA_LM simulatiorafT 6.4) due to higher grid scale
precipitation (55 mm). The convective precipitatiamount is slightly higher in the
VEG3D simulation (5 mm). The monthly grid scale gyp&ation is higher in the
TERRA_LM simulation all year, whereas the monthiyneective precipitation is only
from May to July. The rest of the year, monthly wective precipitation amount is equal to

or lower than it is in the VEG3D simulation.
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Figure 6.20: Difference in annual precipitation sum for 200ltween VEG3D and
TERRA LM simulation for total precipitation (leftyrid scale precipitation (middle) and
convective precipitation (right).

Precipitation (mm) TERRA LM | VEG3D

Total 1271 1222
Grid scale 888 834
Convective 382 387

Table 6.4: Area average of total, grid scale and convectheeipitation for TERRA_LM
and VEG3D simuation for the year 2001.
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Figure 6.21: Annual evapotranspiration sum for VEG3D simulatiqteft) and
TERRA_LM simulation (middle) and difference betwe¥¢EG3D and TERRA_LM an-
nual evapotranspiration sum (right) for the yead20
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The patterns of the annual evapotranspiration sensienilar between the two simulations
in most regions (Fig. 6.21). Large differences pfta 160 mm per year between the two
simulations can be found for transition areas witbiferent land use classes are mixed
within one grid box in the TERRA_LM simulation atttere is mainly a mixture of forest,
fields and grassland (Fig. 6.21). Evapotranspinatiates in the TERRA_LM simulation
are too high in these areas compared to climatodbgiverages given in the Hydrological
Atlas Deutschland (kb, 2003), the overestimation being in the range ®hdn. On the
other hand, the values obtained by VEG3D are $§ighb low in these areas (underesti-
mation of about 25 mm). For the rest of the ingzdton area the amount of evapotranspi-
ration is similar between the two simulations ahd values in the Hydrological Atlas.
However, since there is no observed evapotrangpirdata for 2001, apart from assuming
that 2001 is close to the climatological averaggquantitative assessment of the quality of
the simulations is not possible. To compare theabielir of the soil temperature, the soil
temperatures are averaged over the uppermost ailnayers (a depth of 8.60 m) and over
the whole investigation area. The annual amplitislesimilar in both simulations
(Fig. 6.22). The VEG3D soil temperatures are hidheup to 1 K throughout the summer
period. During winter, the TERRA_LM simulation isreetimes warmer than the VEG3D
simulation for some periods over several days dudifferences in snow cover. For the
soil water content the amount over the uppermast tayers, which are the active soil
layers in TERRA_LM, is summed up and is then avedagver the whole investigation
area. The total soil water content decreases dyrodgring the first month in the
TERRA LM simulation (Fig. 6.22). This is due to thanoff formulation discussed in sec-
tion 6.1. A second strong decrease can be foundgithre summer months where the total
water content is reduced by about 0.3 m. This isipalue to evapotranspiration. The
decrease in summer due to evaporation is lowdraMEG3D simulation by about 0.2 m.
The decrease of water content at the beginningesimulation is not as strongly visible
in the VEG3D simulation as it is in the TERRA_LMsilation due to the different runoff
formulation. The difference between the two simaola is about 0.2 m in total soil water
content at the beginning of the vegetation peraidthe end of the simulation period the

difference in total soil water content is aboutd0m3 for the uppermost nine soil layers.
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Figure 6.22: Annual cycle for the mean soil temperature (tapd ¢he mean total water

content of the first nine soil layers (bottom) aged over the investigation area.

Table 6.5 shows the components of the soil watkamioa from the start of the simulation
in December 2000 until end of December 2001, awetagyer all land points within the
investigation area. It is noticeable that the evapon and the precipitation sum of the
TERRA LM simulation is about 61 and 56 mm per gdoo higher than it is in the
VEG3D simulation. The total runoff in the TERRA_L8Imulation is about 4 mm higher
and surface runoff about 21 mm lower compared ¢éoMEBG3D results, whereas ground
runoff is higher by about 25 mm. The modelled cleaingsoil water content is larger in
VEG3D in contrast to the findings in Fig. 6.22. Tdi#ference in soil water content visible
in the nine active soil layers is enhanced by thiewgater decrease in the tenth layer of

VEG3D. In general, the water balance of both mosetsmilar, especially for runoff.

Evaporation | Surface runoff [ Ground runoff | Precipitation | Water content
Model run (sum) (sum) (sum) (sum) (difference)
TERRA LM 577 228 1077 1341 -563
VEG3D 516 249 1052 1285 -610

Table 6.5: Water balance in mm averaged over all land paointtsin the investigation area
for the period from December 2000 to December 2001.
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6.4.2 COMPARISONS WITH DATA FROM OBSERVATION SITES

For climate simulations, the commonly compared orelegical variables are near-
surface temperature and precipitation. To investigae influence of the land surface
scheme on these parameters, the annual minimummuiax mean 2m-temperature and
the precipitation amount of the two simulations amnpared with observations from
55 weather stations. The observed station datangared to a weighted mean of the val-
ues for the surrounding four grid boxes of the sations.

The ability of VEG3D to simulate temperature ineliwvith observations differs strongly

between stations with forest land use and statwatis other land use. This is due to the
fact that weather stations are often located osstgad sites near a forest and not within
the forest. Therefore, the land use near the weath&on is often not forest, even if the
majority of the land use within the correspondirrgd doox is forest and is used by the
model. It is obvious that such a comparison wilbwHharge differences. Therefore, the
comparison is partitioned into two parts: in thestfisection, sites where the surrounding
four grid boxes are not classified as forest amamared. This restricts the number of sta-
tions for the comparison of 2m-temperatures to thfiens (see Fig. 6.19). In the second
category, the 40 forest stations are compared tiétsimulations. The same patrtitioning is

used to evaluate the precipitation amount.

The comparison of the maximum and mean 2m-tempesaand the precipitation amount
shows similar results for the TERRA_LM and VEG3Imslation for the non-forest sites
(Fig. 6.23). The maximum differences between the sinmulations are about 0.3 K and
150 mm. The correlation of the annual mean and maxi 2m-temperature and the annual
precipitation amount with the observations arehgligbetter for the VEG3D simulation.
The non-forest sites are mainly situated in arelasravthe total precipitation amount de-
creases in the VEG3D simulation compared to theRAR.M simulation (Fig. 6.19, Fig.
6.20). The observed total precipitation amountls® dower in these areas explaining the
better results obtained with the VEG3D, which axpressed by a lower intercept and a
slope closer to one (Tab. 6.6). Larger differenbesveen the two simulations can be
found for the minimum 2m-temperature (Fig. 6.23nperatures in the VEG3D simula-
tion are up to 1 K lower compared to the TERRA Likhdations. The TERRA_LM

simulation generally overestimates the minimum terafure so that the results with cou-
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pled VEG3D model agree better with observations ttfze results with the coupled
TERRA LM model and the intercept is about 1 K lovi@rthe VEG3D simulation (Tab.

6.6).
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Figure 6.23: Observed versus simulated annual mean, minimum raadimum 2m-

temperature and annual precipitation amount fomaBb-forest sites for the year 2001.
Lines indicate the least squares fit.

a VEG3D | a TERRA|b VEG3D [b TERRA |r VEG3D |r TERRA

Mean
temperature 0.997 0.912 -0.478 0.333 0.970 0.967
Minimum
temperature 0.958 0.818 0.907 1.998 0.856 0.859
Maximum
temperature 0.901 0.836 -0.348 0.508 0.891 0.87%
Precipitation 0.879 0.860 229.150 297.750 0.59( 0.524

Table 6.6: Linear correlation coefficient (r), slope (a), antercept (b) of the least squares

fit between observed and simulated meteorologiaahbles for 15 non-forest sites.
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For forest sites, the annual mean 2m-temperaturstrengly underestimated by the
VEG3D simulation, which is not as pronounced in TlsERRA LM simulation (Fig. 6.24).
This underestimation is due to temperatures irstim@mer months that are too low. During
summer, the canopy prevents the near-surfaceosr freating. Therefore, an underestima-

tion compared to the TERRA_LM simulation and theevations occurs.

The precipitation amount is overestimated for naisthe forest stations by both simula-
tions but the differences between the two simutetiare small (< 50 mm). A reduction of
precipitation amount and therefore better reswdtagared to the observations at these sta-
tions can be observed in the VEG3D simulation. [Engest differences between the two
model results are found for stations where the fhedi@recipitation amount is lower than
the observed one. Here differences up to 100 mmraow the underestimation is stronger
by VEG3D. The majority of these stations are lodatethe eastern part of the Black For-
est where precipitation is reduced compared toTdBRRA_LM simulation, as already
discussed for Fig. 6.20. The linear regressiotissitzs given in Tab. 6.7 show clearly that
neither models perform as well for forest as fon4farest observation sites and that the
agreement of the VEG3D simulations with observatignless than for the TERRA_LM

simulation, for the reasons discussed above.
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Figure 6.24: Observed versus simulated annual mean 2m-temperéaft) and annual

precipitation (right) for 40 forest sites. Lineslicate the least squares fit.
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a VEG3D |a TERRA|b VEG3D |b TERRA |r VEG3D |r_TERRA
Mean temperature 1.05 0.94 -1.56 -0.05 0.86 0.90
Precipitation 0.68 0.75 530.14 494.69 0.48 0.54

Table 6.7: Linear correlation coefficient (r), slope(a), antercept (b) of the least squares

fit between observed and simulated meteorologiaahtbles for 40 forest sites.

6.5 LONG-TERM EVALUATION

To determine whether the findings for the comparied online-coupled VEG3D and
TERRA LM simulations obtained for the year 2001 also valid for longer periods and
different driving data, a COSMO-CLM simulation céegh with VEG3D was performed
for the period 1988-2001. For this simulation, thedel setup described in section 4.1 was
used, with 7 km horizontal resolution, ERA-40 dniyidata for the 50 km run and a large
domain size. The only difference from the ERA-4RT simulation, which was evaluated
in subsection 4.3.2, is the use of the VEG3D landase scheme instead of the
TERRA_LM scheme. The two simulations are compaoedetermine the influence of the

land surface scheme for longer timescales.

In the first subsection, the simulation with VEG3® the period from 1991 to 1995 is
evaluated, as it was done for the changed convegi@wameterisations and the changed
time level scheme in subsection 4.3.3. The vaitghih simulation results induced by a
different land surface scheme is compared to thielwéty obtained by using other physi-
cal and dynamical parameterisations. In the sesabdection, the period from 1991-2000
is evaluated as it was done for the year 2001hdnfollowing the ERA-40/7km run with
TERRA LM land surface scheme is referred to as TER& and the simulation with
VEG3D land surface scheme as VEG3D run.
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6.5.1 EVALUATION FOR THE PERIOD FROM 1991710 1995

As shown in subsection 4.3.3, changes in soil mastontent, active soil layers and
greenhouse gas amount only have a small effech@msimulation results. Therefore, the
simulation results obtained by using VEG3D are carap to the simulations with the
Kain-Fritsch scheme (kf), the Runge-Kutta scherkg (he TERRA run (ref), and the ob-
servations (mes). For 2m-temperature the compansomade for the average of the
15 non-forest stations. For precipitation the congoa is made for the average of all

55 stations within the investigation area.

The differences between the averaged annual meaer2perature of the TERRA run and
the VEG3D run are similar to the differences betwéee other two schemes and the
TERRA run (about 0.2 K) (Fig. 6.25). In four of thee years the temperature values of
the VEG3D simulation show the same tendencies esdbsults obtained with the Kain-
Fritsch scheme and underestimate the temperatiuesveompared to the reference run. In
these years, the reference run agrees better atbliservations than the VEG3D simula-

tion.

Smaller averaged annual precipitation amounts ithéime TERRA run can be observed for
the VEG3D run in four of five years (not correspiorgdto the four years where tempera-
ture is underestimated). In these years the VE@BDfits better with the observations
than the TERRA run (Fig. 6.25). The variance incppigation amount (up to 60 mm) pro-
duced by the VEG3D simulation is smaller than theance produced by the other two

simulations with changed parameterisations (u@tram).

Comparing the station average of monthly mean 2npégature averaged over the period
from 1991 to 1995, the VEG3D produces higher teipees and therefore better simula-
tion results compared to observations than the TAERR for nearly all months, except

the summer months from July to October (Fig. 6.2®xe differences up to -0.4 K occur

compared to the TERRA run. The monthly averagesdifices between the VEG3D run
and the TERRA run for precipitation are much smalten the ones between the Kain-
Fritsch scheme and the Runge-Kutta scheme (Fi@).6.2

The highest differences from the TERRA run are poedl by the VEG3D scheme for

temperature and by the Runge-Kutta scheme forgitaton.
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Figure 6.26: Station average of monthly mean 2m-temperature tineperiod 1991-1995
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Figure 6.28 Difference of annual mean 2m-temperature (left)) annual precipitation
sum (right) averaged over the period 1991-1995 éatM\VEG3D and TERRA simulation.

The differences in annual mean 2m-temperature legtvilee VEG3D simulation and the
TERRA simulation are lowest for the Rhine vallegldhe area north of the Swabian Jura
and are most pronounced over the forested areabiginer elevated sites (Fig. 6.28). The
difference in the annual precipitation sum betw®&G3D simulation and the TERRA
simulation varies greatly, from -100 mm over theadd Forest to +50 mm over the
Swabian Jura (Fig. 6.28). The area of strongestdse of precipitation amount over the

Black Forest can also be observed in the compaf@ahe year 2001.

6.5.2 EVALUATION FOR THE PERIOD FROM 199110 2000

The same evaluations are undertaken for the averfate annual values over the period
1991 to 2000 as they were for the year 2001. Iregegnthe patterns of increase and de-
crease of precipitation and evapotranspiratiorhenYEG3D simulation, compared to the
TERRA simulation, are the same as for the year 200t% differences between the
TERRA run and the VEG3D run are also of the samgnitade as they were for 2001
(Fig. 6.29, Fig. 6.30). The total precipitation ambdecreases by about 100 mm on the
western site of the Black Forest in the VEG3D rud ¢here is a decrease in grid scale
visible over the whole domain. The convective piation decreases at the western side
of the Black Forest and the Swabian Jura and isege& the rest of the domain in the
VEG3D simulation compared to the TERRA simulatidhe large evaporation amount in

the TERRA_LM simulation in the transition zonesliso found for the decadal simulation.
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Figure 6.29: Averaged difference of annual precipitation sumween VEG3D and
TERRA simulation for the period 1991-2000 for tgpaécipitation (left), grid scale pre-
cipitation (middle) and convective precipitatiorg(it).
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Figure 6.30: Annual evapotranspiration sum for VEG3D simulati¢top, left) and
TERRA simulation (top, right) and difference betweW¥EG3D and TERRA annual

evapotranspiration sum (bottom) averaged over ¢neg 1991-2000.

Precipitation (mm) TERRA VEG3D
Total 1166 1136
Grid scale 829 774
Convective 347 362

Table 6.8: Area average of total, grid scale and convectireeipitation for TERRA and

VEG3D simulation averaged over the period 1991-2000
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A decrease in total precipitation (30 mm) and i gcale precipitation amount (45 mm) is
observed in the VEG3D simulation compared to th&RE simulation and a slight in-
crease of convective precipitation (15 mm) is obserfor the area mean averaged over the
period from 1991 to 2000. This corresponds to iheirgs for the year 2001.

The annual cycle of soil water content for the uppest seven soil layers down to a depth
of 1.40 m shows similar values for both simulatiaver the decade, especially during
winter (Fig. 6.31). The drying out in summer in tigoermost layers in the TERRA run is

visible throughout the whole decade. This is maidle to the thinner root zone. In

TERRA LM, the root zone is restricted to the uppest0.8 m of the soil and therefore,

water is mainly evaporated from the uppermost firster of the soil, whereas in VEG3D,

the root depth reaches much deeper into the sa@itek's also taken up from much deeper
soil layers and the decrease in water content tisaggronounced in the VEG3D simula-

tion as in the TERRA simulation for the uppermagiOin.

In the simulation with TERRA LM the number of a@ilayers is restricted to the upper-
most seven soil layers and therefore, the totaémaintent over all ten soil layers can only
be evaluated for the VEG3D simulation. A comparisbithe soil water amount of all soil
layers where the soil water content is calculatextypostically shows that the soil water
content in the TERRA run remains quite stable dkerdecade, only showing a decrease
due to evapotranspiration in summer. The watereturaf the VEG3D simulation shows
an increase over the first five years and remagely constant afterwards (Fig. 6.32).
This can be explained by the fact that the ingetion is done by using a climatology pro-
duced with the TERRA LM (see section 4.1) and tloeeegives initialisation values for
the soil moisture profiles that are well suited tioe TERRA simulation but are slightly to
low for the equilibrium state of the VEG3D simutati The soll is filling up during the
first five years until it reaches an equilibriunatst

The difference in monthly mean soil temperaturetf@ uppermost seven soil layers be-
tween the VEG3D simulation and the TERRA simulatameraged over the investigation
area shows an annual cycle. The soil temperataréisei summer months are about 1 K
higher in the VEG3D simulation than in the TERRArand lower or equal in winter

(Fig. 6.33). This difference varies over the inigeion area. As shown in Fig. 6.34, the

main differences between both simulations occuthg Rhine Valley and north of the
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Black Forest and the Swabian Jura. Over forestedsaisuch as the Black Forest, the soil
temperature between both simulations is quite aimiil summer and winter. Highest dif-
ferences are obtained in summer for grassland altidated areas. In general, the differ-

ences over the whole investigation area are small@inter.
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Figure 6.31: Annual cycle for mean total water content of th@enmost seven soil layers

averaged over the investigation area.
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Figure 6.32: Annual cycle for the total water content in altiee soil layers averaged over

the investigation area.
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Figure 6.35: Observed versus simulated annual mean 2m-temperata annual precipi-
tation amount. Lines indicate the least squareaiit the grey line is the bisecting line.

Model Evaporation | Surface runoff | Ground ruoff |Precipitation | Water content
run (sum) (sum) (sum) (sum) (difference)
TERRA 5678 1933 4114 11643 37
VEG3D 5209 2344 3651 11355 219

Table 6.9: Water balance in millimetres averaged over alllpnints within the investiga-

tion area for the period from January 1991 to Jan@01.
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The linear fit between observations and simulatiforsannual mean 2m-temperature is
quite similar in both simulations (Fig. 6.35). Therrelation coefficient is 0.53 for the
TERRA run and 0.52 for the VEG3D run. The absolliteerences between the TERRA
run and the VEG3D run can reach up 0.5 K at sisglgons.

The correlation coefficient is quite poor for thenaal precipitation amount, with 0.26 for
the TERRA run and 0.25 for the VEG3D run. The alsotlifferences between the refer-
ence run and the VEG3D run can reach 150 mm alesstgtions (Fig. 6.35).

The water balance was calculated for the periodhfdanuary 1991 to January 2001
(Tab. 6.9). The evaporation and precipitation anhésiguite similar in both simulations.

The higher precipitation amount in the TERRA rur@snpensated by higher evaporation.
The VEG3D simulation produces more surface rurtahtthe reference run (400 mm) but
less ground runoff (450 mm). The difference in watentent is 150 mm higher in the
VEG3D simulation. In both models, an increase dfwater content is observed over the

decade.

6.6 SUMMARY

Comparisons of simulations with the stand-alonesiees of the schemes for a grassland
and a forest site show increasing differences intemperature with increasing vegetation
height. The damping effect of vegetation with relgar the amplitude of soil temperature
is clearly visible. The partitioning into sensilaled latent heat flux shows large differences
between the two models. Overall, the agreemerfteottand-alone simulations with obser-
vations is better for the grassland site thanHerforest site. In order to improve the model
performance over forested areas, better paramegieris are necessary, as well as more

representative observations especially for the theads.

Comparisons of annual and decadal high-resolutronlations with the two different land
surface schemes coupled online to the COSMO-CLMvshaonsiderable influence of the
land surface scheme on the simulation results o8K0O-CLM. The area average of the

changes in annual precipitation amount and evapspieation is in the order of 5% and
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10 % of the total amount and for several regiorenges up to 10% and 20% occur. The
highest differences in evapotranspiration can seoiked in heterogeneous regions where
different land use classes are contained within rmoeel grid box. The differences be-
tween the two simulations in annual convective grid scale precipitation reach up to
40% and 15% of the total amount respectively aednaost pronounced at the windward
side of the elevated sites. The area means of eataqo and total precipitation are higher
for the TERRA_LM simulation than for the VEG3D silation while convective precipi-
tation is lower. Only small differences (0.5 K nraxim) in the mean near-surface tem-
perature between both simulations for non-foresicis can be found. The lower precipi-

tation amounts in the VEG3D simulation accord bettigh the observed values.

The soil water content and the soil temperatunedtishow no pronounced differences be-
tween the simulations with the two land surfaceesols. Nevertheless, seasonal differ-
ences between both simulations occur. Unlike thadsalone versions of the models, the
differences in soil temperature between the VEGBD the TERRA simulation are great-

est in areas with low vegetation and smallest aasrwith high vegetation. This can be
explained by the feedback mechanism with the athmsp which is not considered in the

stand-alone simulations.

The differences in 2m-temperature and precipitatiompared to the TERRA simulation

are of the same magnitude as the changes in dtlgsicpl parameterisations.
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Dynamical regional high-resolution climate simubas are very time consuming. The
simulation of a 30 year period, which is a standaret period for climate investigations,
may need weeks or even months of CPU computing tiegending on the computer plat-
form available. Therefore, methods are requiredl ¢tha replace this method of explicitly
simulating each single day. One possibility is ist&ial-dynamical downscaling, which
consists of an algorithm classifying weather paterom synoptic meteorological fields
(e.g. reanalysis data), and then explicitly simotathe classified weather patterns (often
corresponding to single days) with a regional mdi¢el COSMO-CLM. In this thesis, the
classification is done by the SOM algorithm (Kohoret al., 1995). In single-day simula-
tions no adjustment time for the soil moisture aad temperature profiles is available and
a method is needed to provide adequate soil psditlethese simulations.

In the first part of this chapter the method ofdarcing soil moisture and soil temperature
profiles for single day simulations is presented teir influence on COSMO-CLM simu-

lations is described. The second part presentseriggéon of the SOM algorithm and a
comparison of dynamical and statistical-dynamigalusations with observations.

7.1 INFLUENCE OF INITIAL SOIL MOISTURE AND SOIL
TEMPERATURE PROFILES ON COSMO-CLM SIMULATIONS

The influence of soil moisture and soil temperaiargalisation on long term RCM simu-
lations has been investigated in section 4.2 aBdahd it has been shown that it takes at
least one year of spin-up time for the soil prafifer the area of Southwest Germany if the
initialisation is taken over from the coarse driyiata. Therefore initializing the land sur-
face scheme (LSS) in a regional model from theinlgivdata with coarser resolution and
different soil model physics for a daily simulatioan cause unrealistic drifts in the model
results due to the different equilibrium stateshie driving model soil physics and the re-
gional model soil physics @dELL, 2005). The best method to provide adjusted listia
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tion data for the LSS of a regional model is therefto start the continuous simulation
with the regional model some years before the inya&son period. This is rather time
consuming and not practicable for statistical-dyrcaindownscaling because this spin-up
time would destroy the advantage of saving timeibly modelling single days. A practi-
cable method for the initialisation of the LSS imo”-term simulations with a regional
model is the use of soil variable profiles produbgda stand-alone version of a LSS ini-
tialised some years before the starting day ofréiggonal model simulation and run until
this starting day (8ITH et al., 1994), ideally driven by the same kindoérse driving data
used for the regional model simulation later on,dod consistency, using the same LSS.
The profiles of the soil variables have then somary to adapt to the physics of the LSS
and these adjusted soil profiles can then be uséattialise the regional model. The com-
putational costs are strongly reduced comparetdalynamical simulation with the com-
plete regional model including the atmospheric.part

This initialisation method and its influence oniewl climate simulations with COSMO-
CLM have been investigated for the region of Soatwermany. As driving data for the
LSS and the regional model we used the ERA-40 fgsisadata (8/MONS and GBSON,
2000). A detailed description of the soil-vegetatrnodel VEG3D, which is used here in
stand-alone mode to produce the adjusted soillpspfis given in section 6.1.2 and a de-
scription of the parameterisations used in COSM®AG4 given in section 4.1. The simu-
lation with the stand-alone version of VEG3D waated in 1995 and the COSMO-CLM
simulation (version 3.22) took the soil variablesni this simulation on the first of April
2001 as initialisation for the regional simulatidrne regional model simulation was then
run from the first of April to end of December 20@dth a horizontal grid resolution of
7 km and 64x64 grid points (Fig. 7.1). As drivingta for the 7 km simulation a 50 km run
with COSMO-CLM driven by ERA-40 reanalysis data tbe whole European region was
used (Fig. 7.1). Two 7 km runs were performed: with the soil initialisation taken over
from the ERA-40 reanalysis data (henceforth call€A run) and one with the soil ini-
tialisation taken over from the run with the staldne soil model (henceforth called
VEG3D run). Daily means and sums of observed metegical variables for comparison
with the simulations are available for 23 statiowithin the area (Fig. 7.1). The observa-

tions were provided by the German Weather SendsggRLE et al., 2006).
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Figure 7.1: Left: Area of the 50 km COSMO-CLM simulation comiag the area of the
7 km run (dashed rectangle). Right: Area of then¥ rkin with observation stations indi-

cated by white dots.

In the follwing root mean square errors (rmse) avat mean square deviations (rmsd) are
calculated. The term error is used when simulatemescompared to observations and the

term deviation is used when two simulations are framad.

The soil moisture and soil temperature profilesqige different in the two model runs at
the initialisation day. We find soil temperaturdfeliences of up to 6.5 K and differences
of up to 7 volume percent in soil moisture contientthe area average of the whole inves-
tigation area (Fig. 7.2). The rmsd of soil moistemtent between the two simulations
decreases considerably for the whole profile duthegfirst two months and stays nearly
constant during the rest of simulation (Fig. 7.Bhe rmsd of soil temperature shows a
strong decrease only in the upper soil levels dutive simulation. In the lower levels the
temperature cannot adapt because the temperatthe &iwest level is kept constant on
the initialisation temperature over the whole siation (Fig. 7.3). At the end of the simu-
lation in December 2001 the soil moisture profiegather similar in both simulations and
the rmsd is less than one volume percent for tha average. The temperature profile has

only slightly smoothed and shows increasing rmdt wicreasing soil depth.

In the first month, the rmse between the observed modelled monthly mean 2m-
temperature and the monthly precipitation is lard@sthe 23 stations (Fig. 7.4). The rmse
of 2m-temperature is about 0.4 K lower in the VEG3D than in the ERA run and 2m-
temperature is therefore better simulated by th&3E run. The rmse of precipitation
increases in the VEG3D simulation by about 5 mrthanfirst month. After three months
of simulation time we get quite similar results toe rmse of the VEG3D and the ERA

simulation.
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Figure 7.2: Profiles of soil moisture content (left) and sw@mperature (right) averaged

over the whole investigation area at the initidia date for ERA (black solid line) and
VEG3D (grey dashed line).
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Figure 7.3 Root mean square deviation of soil moisture aungieft) and soil temperature

(right) between the two simulations for differenilglepths (in metres) for the simulation
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Figure 7.5: Root mean square deviation between ERA and VEGBDfar monthly pre-

cipitation sum (dashed line) and monthly mean 2mpierature (solid line).

The rmsd between both simulations for the monthiyamand sum of 2m-temperature and
precipitation approaches zero over the simulatiore t(Fig. 7.5). After a strong decrease
during the first two months the rmsd stays consfian2m-temperature and even increases
for precipitation during the summer months fromeJtm August. This is due to the con-
vection during the summer months, which is infletheven by small changes in soil
moisture and soil temperature and has a stronglinear feedback on precipitation
amount and 2m-temperature, which prevents the mhesdeasing further. In the late au-
tumn, the precipitation is mainly grid scale and thfluence on the precipitation amount
by variations in soil moisture and soil temperatieerease so that the RMSD of precipita-

tion decreases further.

The rmse of daily mean 2m-temperature between whsen and simulation is strongly
reduced in the VEG3D simulation for the first ddysmnulation compared to the ERA run
by up to 2 K (Fig. 7.6). The rmse for daily pretipion is slightly enhanced in the VEG3D
run in the first days of simulation by a maximumQOob mm (Fig. 7.6). This is caused by
the higher evapotranspiration due to the highdrmoisture content in the upper soil lev-

els.

The initialisation of the soil moisture and soimjgerature profiles has a strong impact on
the results of the temperature forecast for thet fiiree days of the simulations, with dif-
ferences of at least 0.5 K in the rmse betweenwesimulations. The rmse shows the
same values in precipitation for both simulatioosthe first time after 13 days and after

this period the difference of rmse for 2m-tempem@is lower than 0.1 K for the first time.
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Comparing the precipitation amount for the wholawdation period, differences of up to
50 mm occur between both simulations with an endxaent of precipitation in the south-
east of the investigation area and a decreaseindfthwest for the VEG3D run (Fig. 7.7).
This increase in precipitation corresponds to therdase in evapotranspiration in the
VEG3D run for the southern area, which is up to &0 higher than in the ERA simula-
tion (Fig. 7.7).
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Figure 7.6: Root mean square error between daily mean 2m-tetyse and daily precipi-
tation sum of observations and ERA (black) and nfsg®mns and VEG3D (shaded) simu-
lation for 2m-temperature (top) and precipitatibnttom) for April 2001.
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Figure 7.7: Difference between ERA and VEG3D simulation foe tiotal precipitation
amount (left) and the evapotranspiration (right)oant for the period April to December
2001.

Using soil moisture and soil temperature profiles-processed by a stand-alone soil model
seems to be an appropriate solution for the irga#ibn problem occurring for short-term
simulations. In this case the use of pre-processatl profiles improves the 2m-
temperature forecast considerably for the firstsdafysimulation. The higher soil moisture
content, which leads to an unrealistic enhancemptecipitation especially in the south-
east of the investigation area, may have severaesa (1) the driving data of the stand-
alone model produce too high precipitation amodiotshis region so that the soil is too
wet at this initialisation date or (2) the equiitbn soil moisture profile provided by the
stand-alone model of VEG3D is not consistent wité equilibrium soil moisture profile
that would be produced by the soil model TERRA_L$&diin the COSMO-CLM, and the
surplus of soil moisture is therefore released theoatmosphere by evapotranspiration. To
determine which of these effects is the causehferhigh precipitation amount, additional
comparisons with high-resolution observation dataul be necessary. This is difficult
due to the lack of adequate observations of soiktue, soil temperature and heat flux

measurements.
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7.2 COMPARISON OF DYNAMICAL AND STATISTICAL -DYNAMICAL
DOWNSCALING FOR THE YEAR 2001

7.2.1 USING SELF-ORGANIZING MAPS FOR STATISTICAL -DYNAMICAL
DOWNSCALING

Self-organizing maps (SOM) (HONEN, 1995) are a kind of cluster analysis used here to
classify weather patterns by using fields of meidtagical variables. A detailed description
of the algorithm and its application to meteorotagifields can be found iNnASSE(2004)

and therefore only a short description of the athor is given here:

Using n two-dimensional fields of meteorological variablesth nx longitudinal grid
points anchy latitudinal grid points an® nx*ny )-phase space of input vectors is created for
which a prescribed number of nodes are defineddisidibuted randomly in this phase
space. The position of the nodes is then iteratiaejusted by their Euclidean distance to
the n*nx*ny input vectors. During one iteration cycle, notyotthe actually considered
node is drawn towards an input vector, but alsemtindes in a defined neighbourhood are
drawn towards the input vector. At the end of tieeations a certain number of input vec-
tors can be assigned to each node, which are dioske specified node than to any other
node in the phase space. The ratio of the numbiapat vectors assigned to one node and

the total number of input vectors then gives thatinee frequency of the node.

There are two major differences between the SOMauetiogy and other clustering algo-
rithms (HEwITsoN and QRANE, 2002):

(1) The primary goal of the algorithm is not graugpidata or identifying clusters. Instead,
SOM attempt to find positions of the nodes in théadspace that are representative of the
nearby clouds of data and describe the multi-dinogas$ distribution function of the data

set all together. Thereby nodes are clusteredgioms with high data density.

(2) More than one node is updated during the itamatycle: Surrounding nodes are in-

crementally adjusted depending on their distandbeamode considered.
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An advantage of SOM is that there is no statisticatiel needed, which describes the data
distribution. Intensive studies with geopotentiatlasurface pressure fields have been car-
ried out by S8sse (2004) to determine the parameters adjustablearatgorithm, e.g. the
number of iteration steps, the number of nodesthadeighbourhood function. He found
that the number of iteration steps should be 1@d@l that 20 nodes seem to be an ade-
quate number for classifying near-surface presfialgs and that a step-neighbourhood
function for the determination of the influenceddes is better than a gaussian one. Sasse
also found that the size of the meteorologicablBak very important: The area has to con-
tain the typical structures of the investigatioaaa(SHADLER and 3\SSE, 2006).

For this study the classification of 20 nodes (Wwernpatterns) and their relative frequency
for the year 2001 obtained byaH ER (2005) is used for the statistical-dynamical down-
scaling: the classification has been done by uiieggeopotential in 500 hPa and/or the
surface pressure. Every class represents one tdi@gsc weather pattern and is repre-
sented by one day of the year. This day is simdlaiglicitly with COSMO-CLM and the
daily means of meteorological variables are theftiplied by the relative frequency of the
class. This is done for all classes and the suthi®product of daily mean times frequency
is then divided by the total number of days inyhar and the annual mean of the meteoro-

logical variables is obtained.

Unlike the method used bySse(2004), who simply multiplied the surface pressoyea
constant factor to get geopotential and surfacespire in the same range for the SOM

algorithm, the method presented byUHER (2005) normalises the meteorological fields
by:

The normalised fieldx is obtained by subtracting the area mean of i f from the

input field x and dividing this difference by the standard desia of the field.

For the classification of the 20 classespLHER (2005) used NCEP reanalysis data
(KANAMITSU et al., 2002) for the area from 30° north to 76ftimand from 20° west to 30°

east.



7.2 Comparison of dynamical and statistical-dynatgownscaling for the year 2001 133

7.2.2 COMPARISON OF THE TWO DIFFERENT DOWNSCALING TECHNIQUES

FOR THE YEAR 2001

GERSTENGARBEEet al. (1999) classified 29 synoptic weather pag€“Grosswetterlagen”)
for Central Europe from observed meteorologicahd&tom these patterns, nine of them
have a relative frequency of less than 2% so thaimber of 20 classes for one year for
the SOM algorithm seems adequate to allow the ilhgorto classify the most common
weather patterns. Four different combinations afpgeential in 500 hPa and surface pres-

sure have been used byIHER (2005) for the classification:

» Geopotential 500 hPa without normalisation (Gp)
* Geopotential 500 hPa with normalisation (Gpn)
* Geopotential 500 hPa and surface pressure witharatalisation (GpSp)

» Geopotential 500 hPa and surface pressure withalmation (GpSpn)

The 20 classes, with their relative frequency far year 2001, are shown in Tab. 7.1. The
algorithm does not classify all of the 20 GroR3widigen for that year. As shown by
HALLER (2005), some days classified by SOM belong tosthme GrolRwetterlage. De-
pending on the parameter used for classificatidferéint days of the year are classified
and therefore simulated explicitly by the climatedual for the statistical-dynamical down-

scaling.

As is obvious from Tab. 7.1, the algorithm clagsfmainly days in spring, autumn, and
winter. Summer days are rare especially for thesgda GpSp and Gp. This means that
convective summer days, which are quite often ofeskin the area of Southwest Ger-
many, are not well represented in 2001 althougly tomtribute an important amount of
convective precipitation for that region in sumnmemany other years. This means also
that the number of warm days and their frequendychvare important for a correct 2m-

temperature, is smaller than the number of cold @aydays with moderate temperature.

From the diploma thesis of AHLER (2005), it is known that the statistical-dynamical
downscaling yields good results for temperature mam@d to observed data. But the strat-
egy used by Haller is not applicable for climatawiations: he simulated the year 2001 in

a continuous dynamical simulation and extractethftbis run the 20 days classified by the
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SOM algorithm. With these 20 days he calculateduahmeans by using the relative fre-
qguency given by SOM. This strategy cannot be usedlimate runs because the dynami-
cal simulation of decades is to be avoided in tiagissical-dynamical downscaling. The
strategy presented here is therefore different. Ahelays are simulated individually by
COSMO-CLM as single day simulations. The daily neeand sums of meteorological
variables from these 20 simulations are multiplgdthe relative frequency given by the

SOM algorithm and then summed up to annual means.

SOM GpSpn GpSp Gpn Gp

class Day freq. Day freq. Day freq. Day freq.

1 12.12. 493% |28.10. 4.11% |09.08. 4.11% 01.03. 2.19%
2 17.02. 4.66% |01.04. 3.56% 12.07. 4.66% |04.01. 6.21%
3 18.11. 3.56% |05.04. 4.38% |03.01. 6.85% |05.04. 4.38%
4 01.06 6.58% 04.01. 6.21% |21.08. 6.03% 01.04. 3.56%
5 16.04. 6.75% |01.03. 2.19% |03.08. 6.75% 28.10. 4.11%
6 22.06. 7.67% 30.05. 9.86% |05.03. 2.74% |25.12. 4.93%
7 27.07. 4.11% 05.10. 6.75% |07.04. 3.56% 19.03. 6.75%
8 06.11. 4.11% |23.04. 3.29% |09.04. 7.40% |22.01. 3.29%
9 08.04. 4.93% 19.03. 6.75% |27.07. 4.66% |05.10. 6.75%
10 26.02. 2.74% |27.12. 4.93% |23.10. 4.93% |03.09. 9.86%
11 17.01. 3.84% |09.08. 6.03% 20.03. 6.03% |05.11. 2.47%
12 24.07. 7.12% 21.10. 4.93% |02.09. 3.56% |20.04. 2.74%
13 07.06. 6.21% 17.01. 3.56% |06.11. 7.4% 03.05. 3.56%
14 13.03. 3.56% |20.04. 2.74% 16.02. 4.38% |21.10. 4.93%
15 18.03. 4.93% |06.11. 2.47% 18.01. 4.93% |09.08. 6.03%
16 06.10. 4.66% |30.06.10.68% 26.12. 6.21% |31.01. 4.11%
17 14.10. 6.58% |21.09. 6.58% |03.06 4.38% 14.02. 4.93&
18 11.03. 6.48% 10.12. 4.93% |31.01. 6.03% 10.12. 4.93%
19 03.01. 4.93% 14.02. 4.66% 12.01. 2.74% |21.09. 6.58%
20 24.03. 4.66% |31.01. 4.38% 10.12. 4.66 % |30.06.10.68%

Table 7.1: SOM classes with assigned day and relative freqyuéor the four combina-

tions of geopotential and surface pressure. Sundiangs are bold typed.
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Due to the coarse resolution of the ERA-40 reaimlysving data we have to use the same
downscaling chain as explained in section 4.1t fivte 50 km simulations driven by ERA-
40 data for whole Europe have to be performedHtesé¢ 20 days and then the daily high-
resolution runs with 7 km horizontal resolution the alps area are nested therein. The
simulations have been done for all four combinaiohgeopotential and surface pressure,
once with the initialisation of soil moisture armuilgemperature profiles from the ERA-40
driving data and once from the pre-processed goiiles obtained by VEG3D, as pre-
sented in the previous section (referred to inftlewing as OB and MB simulation). In
total, we have eight simulations that can be coeg#p observations and the continuous
ERA-40 simulation (ERA) with 7 km horizontal resbtin evaluated in subsection 4.3.2.

Three main questions will be answered by this camspa:

(1) Is the method of statistical-dynamical downscakibte to reproduce the results ob-
tained by the dynamical downscaling and by obsems?

(2) Which combination of geopotential and surface presgroduces the most reliable

results?

(3) Does the use of pre-processed soil moisture anndesoperature profiles enhance

the results of statistical-dynamical downscaling?

In the following 2m-temperature and total precifiita were examined to answer these
three questions. For comparison of the statistigamical downscaling results with ob-
servations the data from the 23 DWD stations weedpas described in the section be-

fore.

To get an initial idea of the representativenesthefSOM classes for the year 2001, the
observed annual mean 2m-temperature and the atotabprecipitation amount at the 23

weather stations are compared to the results éosttistical-dynamical method using ob-
served daily means and sums instead of values tinen€OSMO-CLM simulation to cal-

culate the annual mean value and the annual simeéemperature and precipitation. By
using observations as “perfect” simulations, thé skthe method and the classified days
can be determined. Averaging the annual mean 2rpdsature and the annual precipita-
tion sum over the 23 stations we get a mean valaiecan be used for a first evaluation of

the reliability of the results. Using the statiatidlynamical method with observed data we
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get maximum differences in this mean value of upl® K for 2m-temperature and
350 mm in precipitation between the single comlimest (Tab. 7.2). The best results are
obtained by using the GpSpn combination with aed#hce of only 0.1 K between the ob-
served averaged annual mean 2m-temperature anskatistical-dynamically calculated
one and of only 50 mm between the mean precipitaoounts for these two methods.

The difference for the single observation sitesveen continuously observed annual mean
2m-temperature and statistical-dynamically produaadual mean 2m-temperature with
the combination GpSpn is lower than 0.4 K, whichjuge good. The difference in precipi-
tation amount between the observed and calculatkes can reach 800 mm at single sta-
tions. For 14 sites the difference is more than m®® and at most of these sites precipita-
tion is underestimated by the statistical-dynamaminscaling. This compensates for the
strong overestimation of 822 mm for the Feldbetg sb that the average over all sites
shows quite good results for the statistical-dymammethod with GpSpn combination.
The ranking of the combinations is the same forpemrature and for precipitation: GpSpn
gives the best results compared to continuous watens followed by Gp, GpSp and
Gpn. This order was expected because the use oinstead of one meteorological field
should improve the classification of adequate dayd, therefore, the simulation results
and the normalisation when using two meteorolodietds should give better results than

using two fields without normalisation.

The statistical-dynamical downscaling method does match perfectly the continuous
observations, but the 20 classes identified byS@®# algorithm seem to be placed ade-
quately to represent the annual mean and sumsitfteathe GpSpn and Gp combination.
But the strong differences in annual precipitatidmained with even “perfect” conditions
should be kept in mind for the evaluation of thatistical-dynamical method used with

simulations later on.
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Station obsT GpSpn[lGpSpT| GpnT| GpT | obsP | GpSpnPGpSpP, GpnP | GpP
AULEND |8.8 8.9 8.39 | 6.98 8.44 916.5 818.8 9185 16830%.6
BADENW | 10.1 9.9 9.81 | 8.07] 9.98 1240B197.4 | 1035.91364.2/720.1
EBERBA | 10.1 9.9 9.13 | 8.04 9.59 126y1229.7 | 768.7| 1698/81117.1
EPPING | 10.5 10.4 9.7 8.62 10.1®4.2 | 845.4 | 511.4/ 979.5 8821
FELDBE | 3.6 3.4 2.9 1.64] 3.09 19442766.9 | 1111.12487.3/727.7
FRHBF 11.8 11.6 11.3 | 9.87 11.68127.6/1438.7 | 1308.91348.2 705.6
FST 7.3 7.3 6.9 5.320 6.99 18871817.1 | 1024.32671.7|1098.1
GSCHWE|8.9 8.7 8.3 7.1 | 874 1263.850.9 | 870.7| 1300.2724.4
HECHIN |9.1 8.8 8.5 7.04] 8.72 916.2 671.5 311.3 10pBMA.7
HOEHEI | 9.3 8.9 8.4 7.41 8.7% 11575188.3 | 1556.81435.4/1945.1
ISNY 7.5 7.7 7.2 5.96| 7.57 1887.5768.4 | 2229.43165.5/2174.5
KARLSR | 11.3 11.1 10.4 | 9.39 10.6873.1 | 999.8 739.2| 808.% 1355.1
KLIPPE |6.9 6.9 6.4 53| 6.7| 1147.8925 | 416.9| 1085.2411.6
LAHR 11.0 10.8 10.4 | 9.04] 10.58030.3/967.3 | 451.9| 1328.836.4
LENNIN |8.3 8.2 7.8 6.2 | 81| 1229,2116.5 | 820.9| 1702807
MANNHE | 11.1 10.8 10.2 | 9.16 10.6826.1 | 895.9 | 467.1] 1250.854.6
MERGEN | 9.7 9.7 8.8 7.82] 9.43 938.6 755.5 5618 931.5 870.2
MUENSI | 7.4 7.3 6.7 5.35| 7.06 1087.2032.8 | 684.2| 1740,972.1
OEHRIN | 10.1 10 9.2 8.18 9.79 940.3 544.4 582.9 735.4 918.3
STOETT | 7.6 7.4 6.9 571 7.58 1223836.5 645.2 | 1481.4716.6
TRBG 7.8 7.6 7.2 6.1 | 7.35 2196.2323.6 | 1560.82248.6/1545.2
UEBERL | 9.2 9.1 8.7 7.3 | 8.85 1107.B078.9 | 794 1810.815
VILLIN |7.5 7.3 7.0 5.55| 7.16| 1122|954.9 675.4 | 804.6| 798.5
Mean 8.9 8.8 8.3 7.0 | 8.6 | 1224.11173.6 |871.6 | 1525.4917.5

Table 7.2 Results of the statistical-dynamical method usibgerved meteorological data

for annual mean 2m-temperature (T) and annual pitation sum (P) and the annual val-

ues obtained by continuous observation (obs) a23sations.
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7.2.2.1COMPARISON OF THE RESULTS OF THE TWO DOWNSCALING SCHE MES FOR
ANNUAL MEAN 2M-TEMPERATURE

HALLER (2005) found that for 2m-temperature best restdtsipared to observations are
obtained by using the GpSpn combination. Thisge &und with the statistical-dynamical
method using simulations and with the statistigaladnical method using observations.
Comparing the average over all 23 sites we findcalaies of 8.9°C for the observations,
8.1°C for the dynamical simulation (ERA) and 8.0f@ the GpSpnOB simulation
(Tab. 7.3). The reason for the too low temperatofesimulations compared to observa-
tions seems to be the ERA-40 reanalysis data eg®s 4.2 and 4.3). The difference be-
tween dynamical and statistical-dynamical downscgiis rather small (0.1 K) for the
GpSpnOB simulation but the absolute differenceiragle sites is quite large with up to
0.8 K. Using the VEG3D profiles for initialisatiome also get best results for the GpSpn
simulations but the mean temperature is 0.4 K |laWwan with initialisation of soil profiles
from ERA-40 data. The absolute difference of thememperature over all sites between
the four combinations of geopotential and pressitg to 1.8 K, which is comparable to
the range given by the statistical-dynamical dowhsg with observed data. The lowest
mean temperature, and therefore the worst resmipaced to observations, yields the Gpn
combination for MB and OB simulation, in agreemwiith the results of WLLER. With
1.6 K the spread in the MB simulations is quiteikinto the spread of the OB simulations.
The ranking of simulation results is the same f& &nd MB simulations: the best result
compared to observations is obtained by the Gp#pulation followed by the Gp simula-

tion, the GpSp simulation and the Gpn simulation.

With the GpSpn combination, the statistical-dynahiownscaling is able to reproduce
the dynamical downscaling results. For half ofshies we get better results for annual 2m-
temperature with the statistical-dynamical methioahtwith the dynamical method com-

pared to observations.

To explain the lower 2m-temperatures in the MB dations, the difference of OB and
MB simulations was compared for the whole invesioggaarea (Fig. 7.8). For the Rhine
Valley, the MB simulations show higher absolute malmmean 2m-temperatures than the
OB simulations and for the area west of the Rhiadley and north of the Swabian Jura

the annual mean temperatures of MB simulation iy aip to 0.4 K lower than the
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OB simulation for the GpSpn and GpSp combinatioth @en up to 0.3 K higher than the
OB simulations for the Gp and Gpn simulations. Tiisans that, for some regions, the
MB simulations are as warm as the OB simulatiorgsiarsome regions even warmer - in

better agreement, therefore, with observations.

Station name AbbrObs | ERA | GpSpn| GpSpn | GpSp| GpSp| Gpn | Gpn| Gp | Gp
. OB MB OB MB | OB |MB | OB | MB

AULENDORF-SPIEGLER AU | 8.8 8.3 7.5 7.0 6.6 6.5 57 4570 | 6.7
BADENWEILER BA |10.1| 94 9.4 9.3 8.7 8.6 7.2 74 8/8.6
EBERBACH/NECKAR EB 10.1| 9.5 9.7 9.4 8.8 8.7 8.1 8.0@.2 | 9.2
EPPINGEN EP 10.5 9.8 9.4 9.4 8.6 8.7 7.8 79 891 9|
FELDBERG/SCHW. FE 3.6 2.5 2.9 2.6 2.5 2.3 1.1 1.04 22.2
FREIBURG |. BR. HBF FR 11.8 10.3 9.6 9.8 8.9 91 67/79]190] 91
FREUDENSTADT FS 7.3 6.4 6.6 6.4 5.9 5.6 4.y 46 6.6.8
GSCHWEND KR. OSTALB GS | 89| 8.0 8.0 7.7 7.3 7.2 6462 |78 | 7.7
HECHINGEN HE | 9.1 8.6 8.8 7.9 8.0 7.2 6.8 6/]1 8|247.
HOECHENSCHWAND HO | 9.3 5.6 5.8 54 5.0 4.9 3.7 371549
ISNY IS 75 | 75 6.9 6.5 6.2 62| 51 5P 6/ 6.5
KARLSRUHE KA [11.3| 10.8 9.6 9.9 8.6 9.1 7.7 82 8|94
KLIPPENECK KL |6.9 5.8 6.0 5.2 5.5 4.7 4.1 36 55.84
LAHR LA |11.0 |104 9.8 9.9 9.0 9.1 7.8 80 91 9.2
LENNINGEN LE 8.3 6.9 7.1 6.2 6.5 5.9 55 48 70 16.
MANNHEIM MA 111 |10.2 | 9.7 9.8 8.9 9.2 | 80| 83 9.3 .59
MERGENTHEIM ME | 9.7 9.5 9.3 9.1 8.6 8.5 7.7 716 9]2.1
MUENSINGEN MU | 7.4 6.9 7.0 6.1 6.1 5.6 5.4 4]7 6/6.85
OEHRINGEN OE | 10.1] 94 9.5 9.2 8.8 8.6 7.9 718 9219
STOETTEN ST 7.6 6.8 7.0 6.1 6.4 5.7 5.5 47 6.9 6.0
TRIBERG TR 7.8 7.5 7.8 7.5 7.3 7.0 5.9 519 7|13 7.
UEBERLINGEN/BODENSEE | UE | 9.2 8.7 8.1 6.5 7.1 6.1 5950 |72 ]| 6.1
VILLINGEN-S. VI 7.5 7.5 7.5 7.2 6.9 6.6 5.5 54 6.86.7
Mean 89 | 8.1 8.0 7.6 7.3 70, 62 6/0 7|5 73

Table 7.3: Annual mean 2m-temperature in °C for observati@iss), the dynamical

downscaling simulation (ERA) and the statisticahdmical simulations with COSMO-
CLM for the four combinations of geopotential arehrirsurface pressure with soil initiali-
sation from ERA-40 data (OB) and from VEG3D prdcdi(@1B) for the year 2001.
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For the south eastern part of the investigatiom,ar@nging from the Swabian Jura to the
Alps, differences of up to 2 K occur between the &t the OB simulations and these are
strongest in the GpSpn combination. The rectangtlaicture of the area, which covers
nearly one quarter of the investigation area, gavéint that these strong differences come
from the soil profiles obtained by the stand-al&w$5 model driven by the ERA-40 re-

analysis data. The investigation area is coveredl BRA-40 reanalysis grid points and the

area covered by one ERA grid point covers the afstrongest differences exactly.

When the grid point data used to drive the LS3is @rea is too cold or contains precipita-
tion rates that are too high, the values of thétsanperature profiles of the LSS used for
initialisation of the regional model can be too land can cause the observed too low 2m-
temperature in the MB simulations. To determine tvbethese too low temperatures are
an effect observable over the whole year the dadans of 2m-temperature for the 20
classes are plotted for three sites within thelseaistern region: Aulendorf (Au), Hechin-
gen (HE) and Uberlingen (UE) (Fig. 7.9).
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Figure 7.8: Difference of annual mean 2m-temperature betweBra@d MB simulation
for the year 2001 for the GpSpn (upper left), Gppgr right), GpSp (lower left) and Gpn
(lower right) combination. Observation sites ardicated by points (for explanation of the

abbreviations, see Tab. 7.3).



7.2 Comparison of dynamical and statistical-dynatgownscaling for the year 2001 141

25 25
BAULEND B HECHIN

20 JOAULEND_OB| [ } 50 ||DHECHIN_OB
S AULEND_MB H " B HECHIN_MB

2m-temperature (T)
2m-temperature (T)

TR T

1 2 3 45 6 7 8 9 101112 1314 1516 17 18 19 20 1 23 45 6 7 8 9 101112 13141516 17 18 19 20
SOM class SOM class
25
B UEBERL
20 |OUEBERL OB| |
B UEBERL_MB

2m-temperature (T)

-10 L R R :\ T :\ E\ T HEERANHNERH HA N
1 2 3 45 6 7 8 9 1011121314 1516 17 18 19 20
SOM class

Figure 7.9: Comparison of observations (black), MB and OB wations of 2m-
temperature for the GpSpn combination for all delgssified for this combination for the

Aulendorf (top, left), Hechingen (top, right) andé&ilingen site (bottom).

In Aulendorf we get a higher daily mean 2m-tempeetind therefore better results with
VEG3D initialisation for six classes compared tes@lvations and for nine classes with
ERA-40 initialisation. For five classes, the resutf OB and MB simulations are nearly
the same for 2m-temperature. For Hechingen, wédegeer results for the MB simulation

for eight classes and better results for the OBukition for nine classes and indifferent
results for three classes. For Uberlingen, 15 elasse simulated better in the OB simula-

tion and only two classes are simulated better dihinitialisation.

The temperature is not underestimated for all elsss the sites in the south-eastern area
so that the driving data, and therefore, the saifiles are not inadequate for the whole
year. Nevertheless, further comparisons of the NG&ERng data and the results obtained
by the LSS with observed values for this regionuthdwe carried out to determine the rea-
son for this underestimation of temperature on sdmss. A height correction of driving
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temperature should also be taken into accounth®iSS simulations. When the altitude
of the ERA-40 grid point is higher than the gridrmmf the regional model it is obvious
that the pre-processed soil temperature is tocalotiis grid point.

Simulation a b r
GpSpnOB 0.83 0.56 0.82
GpSpnMB 0.94 -0.81 0.83
GpSpOB 0.79 0.17 0.8
GpSpOB 0.89 -0.89 0.82
GpnOB 0.82 -1.2 0.78
GpnMB 0.92 -2.18 0.81
GpOB 0.81 0.28 0.79
GpMB 0.92 -0.94 0.81
ERA 0.95 -0.38 0.84

Table 7.4:Linear correlation coefficient (r), slope (a), antercept (b) of the annual mean

of 2m-temperature for statistical-dynamical simiolas and the dynamical simulation.
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Figure 7.10: Scatter plot of the annual mean 2m-temperatur@bsérvation and dynami-
cal (ERA) and statistical-dynamical downscalingismions. The grey line is the bisecting
line and the other lines are the linear fits.
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The correlation of all four MB initialisations witlhe observations is better than the corre-
lation of OB simulations (Tab. 7.4). The slopelué tinear fit is closer to one and the fit is
nearly parallel to the fit of the continuous ERA<Ithulation (Fig. 7.10). The initialisation
by pre-processed soil moisture and soil tempergitoBles therefore leads to a better cor-
relation with observed 2m-temperature, even ifahgolute temperature values are too low

compared to the OB simulation, which can be seeféyntercept of the fits.

7.2.2.2 COMPARISON OF THE RESULTS OF THE TWO DOWNSCALING SCH EMES FOR

ANNUAL PRECIPITATION

For precipitation, ALLER (2005) found that none of the four combinationg@bpotential
and surface pressure gives better results thaothes. In the simulations presented here,
an overestimation of averaged precipitation amazart be noticed for the dynamical
downscaling, the Gpn and the Gp simulations andraterestimation for the GpSp and
GpSpn simulation for OB and MB simulations (Talh)7The use of VEG3D soil moisture
and soil temperature profiles leads to a bettediptien of the averaged annual precipita-
tion amount over all sites for all four combinasothan the use of ERA-40 data. The dif-
ferences in the mean annual precipitation amouttden OB and MB simulations are in
the order of 1 to 61 mm. The best results comparadservations for the mean precipita-
tion amount is obtained by the combination GpMBtt®&eresults are found for the MB
simulations than for the OB simulations comparealiservations not only for the aver-
aged precipitation amount for this combination, &lso for the majority of the precipita-

tion amounts at the single sites.

Ordering the combinations by their accordance &ontlean precipitation in contrast to the
findings for the 2m-temperature, the order is hets¢ame for OB and MB simulations. For
OB simulations, the GpSp combination fits bestlofwed by the Gp, the Gpn and the
GpSpn combinations. For MB simulations, the Gp coation fits best, followed by the

GpSp, the Gpn and the GpSpn combinations. The wesstt of all simulations is obtained
by the dynamical downscaling, which overestimales dverage precipitation amount by
335 mm. The dynamical downscaling gives higher ipretion amounts at most of the
sites; for the statistical-dynamical downscalingréhis an even distribution of over and

underestimation at single sites. Most strikingtheeworse results for the GpSpn combina-
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tion, which had shown best results for 2m-tempeeatlihe strong underestimation is due
to the classification of five summer days, from e¥hifour classes have precipitation
amounts lower than 1 mm per day, but all togettereha frequency of more than 25%.
However, these summer days lead to the good peaforenof this combination for the 2m-
temperature. This means, that for some combinat@nget better results for one variable,

due to the wrong representation of another variable

GpSpn | GpSpn GpSp GpSp Gpn Gpn Gp Gp
Station obs ERA OB MB OB MB OB MB OB MB

AULEND 916.5 1332.7| 742.42 814.7 1356.57| 1246.38| 1489.43| 1544.42| 1433.19| 1323.19
BADENW 1240.3 | 2286.77| 756.45| 1144.32 987.84| 1160.99| 1498.45| 1497.03| 1227.88| 1398.87
EBERBA 1267.2 | 1559.11| 1135.89| 1198.44| 1049.39| 1039.29| 1036.22| 1133.86| 1184.16 1162.7
EPPING 924.2 | 1164.41] 655.66| 806.94 714.14| 730.38| 919.52| 854.02| 865.82 900.89
FELDBE 1944.1 | 2095.75| 2101.22| 2112.97| 1993.73| 1841.15| 2732.35 2626.06| 2368.28| 2246.67
FRHBF 1127.6 | 1900.03| 760.58| 993.77 891.76| 884.81| 1631.95| 1506.08| 1079.62| 1106.25
FST 1887.7 1607.7| 983.62| 997.75| 1165.96] 1127.7| 1814.53| 1827.62| 1298.91| 1279.61
GSCHWE | 1263.0 | 1423.02| 778.72 793.6 1229.39| 1229.06/ 1001.85 953.25| 1402.37| 1401.31
HECHIN 916.2 | 1459.55] 679.39| 684.94| 1057.49| 872.16] 1219.97| 1349.5| 1186.99| 1009.43
HOEHEI 1157.6 | 1741.27| 1535.07| 1645.33| 1639.77| 1565.98| 2073.8| 2047.01 1877| 1816.73
ISNY 1887.5| 2719.07] 908.12| 934.04| 1637.02| 1513.65| 2216.43| 2243.17| 1591.77| 1464.43
KARLSR 873.1 | 1112.17] 762.07| 878.93 631.1 756.7| 853.08] 846.05| 797.92 911.47
KLIPPE 1147.4 | 1444.46| 1077.4| 1186.74 1426.6| 1384.94| 1541.45| 1542.89| 1640.12 1594.3

LAHR 1030.3 | 1219.62 517.4| 540.95 539.62| 679.54| 992.94| 1063.37| 598.05 746.04
LENNIN 1229.2 | 1553.14| 749.44| 731.92| 1055.75 944.28| 1025.17| 1021.15f 1212.1f 1119.93
MANNHE 726.1 | 1214.08] 682.83| 752.65 898 829.4 811.8| 888.42| 1174.89] 1115.05

MERGEN 938.6 | 1122.87| 787.31 766.4 902.75| 830.28| 618.52| 640.18| 1029.25 954.59
MUENSI 1087.2 | 1241.22| 663.25 574.8 1078.76| 1050.13] 997.84| 972.51| 1244.02| 1218.64
OEHRIN 940.3 | 1592.27| 870.31| 937.75| 1052.87| 996.67 869.5| 860.81| 1161.67 1119.7
STOETT 1223.5| 1603.91 704.6| 723.08| 1099.93| 1077.54) 836.17| 843.48| 1176.08| 1166.26

TRBG 2196.0 | 1862.11| 1310.37| 1303.19| 1648.21] 1412.33] 1947.8| 1854.94| 1856.32| 1641.75
UEBERL 1107.3 | 1291.59| 582.57| 639.05| 1216.62| 1162.93] 1397.95 1388.8| 1325.4| 1265.46
VILLIN 1122.9 | 1354.59| 1011.22| 1002.62| 1333.07| 1315.67| 1782.1| 1771.92| 1538.2| 1537.73
Mean 1224.1| 1560.9 | 902.4 963.7 1156.8 11153 | 1361.3 | 1359.8 | 1316.1 | 1282.7

Table 7.5: Annual precipitation amount in mm for observatidiads), the dynamical

downscaling simulation (ERA) and the statisticak@iyical simulations for the four com-
binations of geopotential and near-surface pressitfe soil initialisation from ERA-40

data (OB) and from VEG3D profiles (MB) for the y&®01.
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For the linear fit between observations and sinmat the correlation of the OB simula-
tions with observations is higher than for the MBudations, the slope is nearer to one

and the intercept is lower, except for the Gpn &tmn (Tab. 7.6, Fig. 7.11).

Simulation a b r
GpSpnOB 0.55 225.0 0.36
GpSpnMB 0.50 345.2 0.29
GpSpOB 0.61 407.4 0.45
GpSpOB 0.50 492.9 0.43
GpnOB 0.95 189.5 0.50
GpnMB 1.02 112.4 0.52
GpOB 0.62 545.2 0.40
GpMB 0.53 625.9 0.38
ERA 0.69 705 0.45

Tab. 7.6: Linear correlation coefficient (r), slope (a), amtdercept (b) of the statistical-

dynamical simulations and the dynamical simulation.
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The precipitation patterns within the investigatemea are captured well by the dynamical
and the statistical-dynamical downscaling compaeddbservations. The precipitation
amounts on the ridges of the mountains are overattd by the OB and the MB simula-
tion for the Gp combination and the ERA simulatsord the precipitation maxima over the
ridges are shifted slightly to the west, which esmally the windward side of the moun-
tains (Fig. 7.12). There is a strong overestimatioall parts of the investigation area in

the dynamical simulation compared to the measur&mnen

The difference in the precipitation patterns for @Bd MB simulations is depicted in

Fig. 7.13 for the total, the convective and tha&l gicale amount. In general, we get an in-
crease of total precipitation for the Gp, the Gp&pd the GpSp combinations for the west
side of the Black Forest for the MB simulations gamred to the OB simulations, with the

strongest increase in the GpSpn simulation. A @serén total precipitation over the ridge
of the Black Forest for all four combinations wétiongest differences in the Gpn simula-
tion can be observed. For the Gpn simulation teasawith decreasing precipitation in the
investigation area east of the Black Forest comgtenthe areas with increasing precipita-

tion for the MB simulation in that region, so tloat average we find a decrease of precipi-
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Figure 7.12: Total precipitation amount for the year 2001 toe ERA dynamical simula-
tion (top, left), the observations (top, right)et&pOB (bottom, left) and the GpMB (bot-

tom, right) simulation.
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tation in the MB simulations there. For the GpSipnutation we get an increase of precipi-
tation for the MB simulations in this area instefimt;the Gp and the GpSp combination the
areas of increasing precipitation are as frequerdraas of decreasing precipitation in this
region.

The difference in convective precipitation for fallir combinations show the same patterns
as the total precipitation amount, but the diffeeshare even stronger than in the total pre-

cipitation amount for the west side of the Blackdsb (Fig. 7.13).
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breveations see page 137.
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The differences in grid scale precipitation (ma30 Inm) are not as strong as in the con-
vective precipitation (max. 400 mm) (Fig. 7.13).eTpatterns in the Rhine Valley and the
Black Forest look quite similar in the Gp, GpSpul &pSp simulations and a decrease of
grid scale precipitation in the MB simulations cargd to the OB simulations can be ob-
served. The Gpn simulation is the only one thatxshan increase in precipitation amount

for the MB simulation over the Black Forest and $veabian Jura.

As expected, the main differences in precipitabetween the OB and the MB simulations
are due to differences in the convective precipitatTo determine the influence of the soil
initialisation on the precipitation amount of siagllasses for the Gp combination, OB and
MB simulations were compared with the observed eslior these classes for three sites,

which are positioned in the areas with the largd@ftrences between the two simulations.
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For the Lahr site situated west of the Black Foréa difference in the annual precipita-
tion amount is about 150 mm between the two sinaratwith higher values for the MB

simulation. This fits better with the observationt s nevertheless 280 mm too low com-
pared to the observed value. The precipitation artsom the simulations that are too low
are mainly caused by two classes, for which theehpobduces less or even no rain at all,
but where precipitation was observed (Fig. 7.14e Tigher precipitation amounts of the
simulations obtained in other classes cannot cosgierfor this difference due to their

lower frequency. The precipitation amounts for sirggle classes are quite similar in both
simulations for most of the classes and we get mami differences of 2.5 mm. In eight of

the 13 classes, for which precipitation is simatgrecipitation amounts are enhanced in

the MB simulation. This enhancement is unrealistimpared to the observations.

For the Freudenstadt site, which is situated inBleek Forest, the difference in annual
precipitation amount is about 20 mm between thea®@8 MB simulations with better re-

sults for the OB simulation. The simulated preeafin amount is about 600 mm lower
than the observed one. The number of classes (foueye the precipitation amount fits

better to the observed one in the OB simulatioagigal to the number where it fits better
for the MB simulation (Fig. 7.14). As for the Lasite, we get lower and no precipitation
in the simulation for class 8 and 10, although jmitation had been observed. This leads
to the underestimation of the annual precipitagomount by the simulations. This cannot
even be compensated by the 10 classes where ttipifaion amount is overestimated by

the simulations due to the high frequency of ctaasd 10.

For the Hechingen site in the east of the Blacke&iprthere is an overestimation of the
annual precipitation amount by the simulationstwdw 100 mm. This is due to an overes-
timation of precipitation by the simulations in ngaall classes where precipitation is ob-
served (Fig. 7.14). The results for the OB andNHtg simulations differ by maximum 1

mm in all classes except class 20. In class 20difference is about 5 mm with unrealistic
precipitation amounts for the OB simulation andtegiood results for the MB simulation.

As this is the most frequent class, we get a difiee of 180 mm between OB and MB
simulation and better results compared to obsemsatfor the MB simulation. For seven
classes the MB simulation gives better simulatEsults than the OB simulation compared

to observations and the OB simulation only shovitebeesults for one class.
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From these three examples it may be concludedaiihequate annual precipitation sums
are sometimes obtained for the wrong reasons. Tdaehis not able to simulate the pre-
cipitation amounts correctly for each class butuhderestimation of precipitation amount
by some classes compensates the overestimatiothby dasses. The difference in pre-
cipitation amount is lower than 1 mm for most of tlasses between OB and MB simula-
tions. The influence of soil moisture and soil temgture on precipitation is largest in
summer for days in May and June (class: 13 and@@Yhese days, the differences in pre-
cipitation amounts between OB and MB simulations strongest. For some sites and
classes the use of VEG3D soil profiles leads terdmncement of precipitation and some-
times to a decrease. This fits better to obsemsatior some site/class combinations and
not for others. Due to the limited number of sumrdays, it is not possible to decide
whether the method of using pre-processed soililpsobr the method of using ERA-40
reanalysis data as initialisation for the soil pesf gives better results. A statistical evalua-
tion of daily simulations initialised with ERA-4CGath and initialised with VEG3D data for
summer days of different synoptic conditions isessary to judge the efficiency of both
methods. For non convective days, the initialisaby VEG3D soil variable profiles seems
to work well when only precipitation is compared.

7.3 SUMMARY

In this chapter it has been shown that the steaistiynamical downscaling method pre-
sented here is able to reproduce the results fotePmperature obtained by dynamical
downscaling and it shows even better results ferpttecipitation amount than the dynami-
cal downscaling. This may be caused by the devedopraof an own climate in the dy-

namical simulations where feedbacks with evapomnabieer longer time scales than a sin-
gle day can cause higher precipitation rates onesdays The underestimation of 2m-

temperature at all sites with the statistical-dyitaindownscaling compared to observa-
tions is mainly due to the too low temperatureghandriving data for the daily simulations.
The average precipitation amount is reproducedoredsy well by statistical-dynamical

downscaling, although differences of up to 700 mrthie annual precipitation amount can

occur at the individual sites.
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The GpSpn combination generates the most religsigts for 2m-temperature as does the
Gp combination for precipitation. This differencesuitability of one combination for 2m-
temperature and precipitation simulation is mauhle to the over or underrepresentation
of summer days by the different combinations. Duéhts sensitivity to classified days, it
is not possible to decide in advance for any otfear, which of the four combinations
gives best results and, if a combination can bedowhich fits best for 2m-temperature
and precipitation amount. Ideally, for a practieatstatistical-dynamical downscaling
method with focus on temperature and precipitatsoi®OM classification should be de-
veloped, which guarantees best fits for temperadnc precipitation so that only simula-
tions for one combination are necessary. This cbeldchieved by using more than two
meteorological fields for the classification of th@ classes or by taking into account more
than 20 classes to better represent summer dalyscamivective precipitatiorit would be
also possible to force the algorithm to identifypontant classes or to determine the num-
ber of classes, which are to be classified in #gageperiod of the year. Further meteoro-
logical fields for classification could be the t@&te@ humiditiy in 700 hPa or the equivalent-
potential temperature between 850 and 500 hirav@lin and &PT, 2000). An increase in
the number of classes would prevent a too strofigeince of single classes on the result
and perhaps offer the possibility to take into actomore convective summer days. In-
creasing the number of classes from 20 to 30 wowddn an increase of 50% in computing
time, but this is only an increase from 5% to 8%he computing time needed for a dy-
namical simulation. Even if different combinatiorisr the calculation of the 2m-
temperature and for the calculation of the preatmh amount would be necessary, the

method would save 80 % of computing time compapetie¢ dynamical method.

The use of pre-processed soil moisture and sopéeature profiles seems to be an advan-
tage. However, the values of the soil variablessdddargely on the quality of the driving
data of the stand-alone model. Too coarse drivet@ thay be a disadvantage because it
affects a considerable part of the investigatiaaaand if the data are not consistent, the
results of the statistical-dynamical downscalinghis part may be worse than with soll
profiles taken directly from the driving data. Fbggies to overcome this problem would
be the use of driving data with a finer horizom&dolution or the height correction of driv-
ing data at least for temperature. Further steplse development of a more homogeneous

statistical-dynamical downscaling method couldheeuse of the same data for SOM clas-
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sification and boundary data for the driving modedtl the use of the same LSS for stand-
alone and regional model simulations. In this sttidy SOM classification has been done
using the NCEP reanalysis data and ERA-40 reasafiatan has been used as driving data
for the regional model. This could be harmonisediing the same reanalysis data as data
for classification and as driving data. The LSS \BBGwvas used for the production of the
adjusted soil profiles; the COSMO-CLM uses TERRA_BBILSS. In principle, it is also
possible to use TERRA_LM for the production of #tgusted soil profiles.



8 SUMMARY AND OUTLOOK

Until today, very few high-resolution regional chite simulations with horizontal resolu-
tions finer than 15 km have been carried out andyngaestions about the advantages and
uncertainties of such simulations regarding metegroal as well as hydrological quanti-
ties still remain open. In this thesis, basic itigggions on high-resolution regional climate
modelling over complex terrain were carried ouasgess the advantages and uncertainties
of high-resolution regional climate simulationsjstivas done by performing ensemble
simulations. The focus is on the sensitivity anichbdity of the 2m-temperature as an im-
portant quantity to detect climate trends and atipitation as an important quantity of
the hydrological cycle. Both quantities may be camepl to observations and are therefore
suitable to evaluate the high-resolution simulatiand to determine the added value com-

pared to simulations with coarser horizontal resofu

Three main topics were investigated, with the ainpremoting high-resolution regional
climate simulation with the regional climate modeOSMO-CLM. First, an adequate
model setup for high-resolution regional climatendgliations for the area of Southwest
Germany was defined by the evaluation of ensembialations with the regional climate
model COSMO-CLM. Secondly, an advanced land surabeme with an explicit vegeta-
tion layer was coupled to COSMO-CLM to improve therameterisation of the soil and
vegetation processes, and to study the influendanaf surface schemes on regional cli-
mate simulations and particularly on the water ey@hird, a statistical-dynamical down-

scaling method was developed to replace the tinmstoning dynamical simulations.

The regional climate model COSMO-CLM was used fibrttee studies. The model has
been developed in recent years from the weathéigtien model COSMO of the German
Weather Service. So far, the model has never beed with horizontal resolution finer
than 10 km for climate applications over decadalgas for Southwest Germany. The
1990s were selected as an evaluation period sihecelimate change is most pronounced
in recent years and the availability and qualityda¥/ing data and observations is highest
during this period. The necessity and strengthigii-resolution climate simulations can
be demonstrated best for areas of complex topograpterefore, the evaluation has been

done for the region of Southwest Germany.
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A model setup for climate simulations can be cagr®d suitable when the simulation
yields best results compared to the observatiomasif decades. Based on the performance
of ensemble simulations over the period from 19820101 and by varying domain size,
horizontal resolution, driving data, physical paesenisations, and time integration
schemes, an adequate model setup was determingsditalble model setup includes the
following: ERA-40 reanalysis data as driving datdyorizontal resolution of at least 7 km,
a model domain containing the Alps, and climatatagisoil water and soil temperature
initialisation. The better performance of highesalaition simulations compared to simula-
tions with coarser resolution has been clearly showthis study The Runge-Kutta time
integration scheme can be considered as a pronaiegative to the leapfrog scheme but
further studies should be carried out to demorestitzd benefit of this scheme, which was

originally used only for horizontal resolutionsdinthan three kilometer.

The variability obtained by using different modekugps is largest for the change of the
driving data at the lateral boundaries of the moHel temperature, the regional model is
able to correct differences between the drivingadhie to the production of an own cli-
mate, which is more influenced by the processeinvihe simulation domain than by the
data given at its lateral boundaries. For largdesphenomena like cyclones, the differ-
ences in the driving data sets cannot be compeahbgtéhe regional model and are there-
fore reflected and even amplified in the precipitatresults of the regional model. Hence,
differences between simulations with different drgvdata sets are largest in winter time
when the large-scale forcing dominates the circadain the regional climate model. In
summer, when the large-scale forcing is weak, #ggonal model results are much more
independent of the driving data set. Overall, tRAEO reanalysis data set provides better

driving data for the selected region than the NC&dhalysis data set.

The variability obtained by changing the initiailsooisture content, the number of active
soil layers and greenhouse gas concentration are gmuall and a clear sensitivity is only

observed for the change of the convection schem¢hentime-integration scheme.

The influence of simulation setup on single compdsi®f the water balance of the soil is
quite different; evaporation and soil water contaerd rather unaffected by the change of
horizontal resolution or driving data, whereas jpig&tion and runoff show a clear de-

pendency on such changes.
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All ensemble simulations show a negative bias inrt@mperature and a positive bias in
precipitation, which has also been detected byrothedel studies with COSMO-CLM
(BOHM et al., 2006). The bias in temperature is abol8 K0 and in precipitation about
20%. For horizontal resolution of 50 km, model rotanparison studies found a bias of +/-
2°C and a precipitation bias of +/- 50% for regioclanate models (IPCC, 2001). Com-
paring the bias obtained in COSMO-CLM simulationighwthese findings, the results ob-
tained by high-resolution climate simulations wtdSMO-CLM are more than satisfying.
The still significant overestimation of precipitati compared to observations, especially in
winter, may also be a problem of the observatioarghat leads to an underestimation of

observed precipitation in winter.

With the adequate model setup, COSMO-CLM is ableepyoduce the orders of magni-

tude of the observed temperature trends of thelkstde.

In this thesis, the operationally used land surfacteeme TERRA_LM was replaced by the
VEG3D land surface scheme in COSMO-CLM. To provadé¢EG3D version that is ade-
quate for climate simulation, the freezing and mgltprocesses in the soil were imple-
mented in VEG3D. Freezing and melting processéisdrsoil are important for the correct
simulation of soil temperature and soil water cahtend therefore for the calculation of
the heat fluxes into the atmosphere. Stand-alanelations with the newly implemented
parameterisation show good agreement to obserga#ind better results than the version

without soil freezing processes.

In most models, within the soil column of a regiomendel grid box only one solil type is
considered for the whole column, although the geilerally consists of several layers with
different soil types. The use of different soil égpowithin one soil column improves the
simulation results of the stand-alone VEG3D versioih respect to the soil water trans-
port considerably. Therefore, a soil-type inventags provided in this thesis, which can
be used for simulations with the COSMO-CLM/VEG33tgyn.

Better agreement of soil temperature and heat $luxigh observations is obtained in
stand-alone simulations with the VEG3D scheme coatp#o the TERRA_LM scheme,
especially over high vegetation. This is due to elplicit consideration of a vegetation
layer and a different formulation of soil waternsgort and root depth in the VEG3D

scheme.
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The performance of the COSMO-CLM/VEG3D system wsseased by single-day simu-

lations. The near-surface parameters, such asheaj.fluxes and 2m-temperature, show
reasonable results and also the evolution of thendbary layer that depends on the heat
fluxes, calculated by the land surface scheme, s¢eie realistic.

The findings for the annual simulation with theioalcoupled system, which were driven
by GME analysis data, are similar to the findings the decadal simulation, which were
driven by ERA-40 reanalysis data. The area avecdganual precipitation shows lower
amounts in the VEG3D simulation, which is in betsgreement with observations. The
convective precipitation increases in the simutatioth VEG3D compared to the simula-
tions with TERRA LM and the grid scale precipitatidecreases. Due to the nonlinearity
of the processes involved, several reasons aremstye for this behaviour. One possible
reason is the reduced evaporation over the larasavehich leads to a lower humidity in
the atmosphere, and, therefore, to a reductiorridfsgale precipitation in the simulation
with VEG3D. For the triggering of convection, arttetefore also for the production of
convective precipitation, the heating of the ssiimportant. The heating is higher in the
VEG3D simulation in the Rhine Valley and the slopéshe Black Forest. This may lead
to more frequent convective precipitation and toremease in the convective precipitation
amount. The differences in annual 2m-temperatur@ @recipitation in VEG3D and
TERRA simulation are comparable to the differenoesveen the TERRA simulation and
simulations, where the convective scheme or the-titegration scheme are changed.
Neither of the two land surface schemes gives lgl&atter results for 2m-temperature and
precipitation than the other in the online coupdédulations. Due to the fact that observa-
tions of heat fluxes, soil temperature and soilewabntent are quite rare, the model per-
formance in regard to observations can only bestigated by comparing 2m-temperature
and precipitation. In the same vein, the differenicethe water balance can only be inves-
tigated qualitatively: the area averages of thelaibs values in both simulations are quite
similar with higher precipitation and evaporatianaunts in the TERRA simulation (dif-
ference of 3 and 8% in the decadal sum) and highwff rates in the TERRA simulation
(difference of 3% in the decadal sum). The increas®il water content over the decade is
higher in the VEG3D simulation; that is due to thigher water holding capacity of the
soil. Although the differences in the area averagesbelow 10%, larger differences in the

water balance components for single parts of thdaiharea are found. Therefore, the use
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of a different land surface scheme yields a nobileaffect on the water cycle and this
influence of land surface scheme on hydrologicaialdes should be kept in mind when

studying the water cycle with meteorological models

In this thesis, a strategy for an efficient statet-dynamical downscaling scheme was
developed for regional climate simulations. The S@lgorithm is used to select single
days within a period, which are representativetfier circulation patterns occurring during
this period. These days, classified by the SOMrélym, are simulated explicitly by the
COSMO-CLM and the results are added up, weightat tiie frequency of the pattern
represented. This can save about 80% of the CP&narded for an explicit simulation of
every day of the year; however, up to now only ages over the time period can be ob-
tained this way. The problem of the solil initiatisa was solved by using pre-processed
soil moisture and soil temperature profiles. Thesdiles are produced by running the soil
model in stand-alone mode driven by the reanalyaia used also as driving data for the
daily simulations. These simulations are initialismme years before the starting date of
the daily simulations and the soil profiles canré¢figre adapt to the land surface scheme

and the driving climate.

The statistical-dynamical method provided herebie & reproduce the results obtained by
dynamical downscaling for the annual means of 2mpkrature and precipitation. Com-
pared to observations, both methods underestirhat@m-temperature and overestimate
the precipitation. This disagreement of statistibalamical downscaling with observa-
tions is not caused by the classification of ddnmsyever. This has been shown by using
the observed daily mean values for the calculatibthe annual means by the statistical-
dynamical method. With observed values, the resfithe statistical-dynamical down-
scaling agree well with the annual mean valuesimdtafrom continuous observations.
The disagreement is rather caused by the drivitg @ demonstrated by the performance

of simulations with different driving data sets.

The use of pre-processed soil temperature andnedér profiles shows the potential to
improve the single day simulations but the profées strongly influenced by the driving
data especially during the summer months and, fibrerefurther studies are necessary to

investigate and improve the quality of the drivotaga.
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In this thesis, a first step towards reliable highelution climate simulations with
COSMO-CLM was made, which can serve as the basisufther studies. Simulations
using the adequate model setup, but with a ho@@aasolution of 2.8 km, and ensemble
simulations, where the initial and boundary cowdisi will be disturbed, are planned at the
institute to study present and future climate cleaag regional scales. The Runge-Kutta
scheme seems to be an alternative to the leaptiogne and further studies should be

carried out to confirm the advantages and disadwgest of this time-integration scheme.

Further evaluation of the VEG3D coupled online hte COSMO-CLM is planned and a
reconsideration of the calculation of near-surfpaeameters will be necessary to provide
near-surface values more suitable to the obseraed over high vegetation. A reconsid-
eration of the boundary layer parameterisation bmyseful to take better account of the
additional vegetation layer. Until now, three-diraemal maps were provided to take into
account different soil types within one soil colynt the evaluation of coupled simula-

tions using these maps needs to be undertaken.

Statistical-dynamical downscaling reveals a higteptal to replace time-consuming dy-
namical simulations for the provision of annual mealues of meteorological variables,
but the classification of single days has to bemswered and further studies should be

carried out on the initialisation of the soil pte§.
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9.1 ASSIGNMENT OF SOIL TYPES FROM HAD 1O VEG3D

In the Hydrologischer Atlas Deutschland (HAD, 20@8) soil forms are classified for the
area of Germany depending on their geological tysflig. 8.1). Each soil form consists
of at least one soil horizon and each soil horizonsists of one or more different soil
types (Fig 8.2). To use the information from HADMEG3D, the 34 soil types defined in
HAD for each soil form are assigned to the 13 sgikes used in VEG3D (Tab. 8.1). A
digitized map of HAD is then used to produce aedhdémensional digital inventory of
VEG3D saoil types. The soil classification of HADnges down to a depth of 2 m. Below
this depth, loam is assumed as soil type for alG3E layers.

soil type VEG3D soil type HAD
Sl4, SI3, lu, SI2, St2, Sud,
loamy sand (IS) Su3, Su2
loam (L) Ls2 HAD VEG3D
silty clay loam (utL) Lt3 w | ow liem
clay loam (tL) Lt2 §\L\;S\§ &\“ﬁ:& 0.40 m
clay (T) TI, Tt
sandy loam (sL) St3, Ls4, Ls3
sand (S) Ss, fS, mS, gS 1.00m
silt loam (uL) Uls,Lu, Ut4, Ut3
sandy clay loam (stL) Lis 3
silt (V) ut2
sandy clay (sT) Ts4, Ts3, Ts2
silty clay (uT) Tud, Tu3, Tu3

Table 9.1: Assignment of HAD soil types to VEG3D soil typésfi) and example for soil
type assignment for soil form 13 (right).
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Figure 9.1: Map of soil forms in Germany from HAD (CourtesyRIEHTER et al., 2003).
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9.2 EVALUATION OF THE REVISED CLOUD MICROPHYSICS
SCHEME OF COSMO MODEL

In COSMO model version 3.22 a revised cloud micysds scheme is implemented to
overcome the problem of overestimated precipitaitiowinter, too frequent very light pre-
cipitation, and overestimation of orographic préeipon. Main changes in the cloud mi-
crophysics scheme were:
(1) The replacement of the Kessler-type autoconvergganétion scheme by the
parameterisation ofefFERTand BEHENG (2001)
(2) The introduction of a new parameterisation forititercept parameter in the snow
size distribution
(3) The introduction of a temperature dependent stickifficiency and

(4) The change in geometry of snow and terminal fdbbcigy

These changes lead to a slower formation of rathsamow and a reduced sedimentation
velocity for snow. A more detailed description bétchanges made and their influence on
COSMO model results can be found |BF&RT(2007).

To evaluate the long term behaviour of the schéwe different kinds of simulations were
performed:

1) Simulations driven by GME analysis data every sours for the period from
1.12.2000 to 31.12.2001 with a grid size resolutdn0.0625° and 64x64 grid
points for Southwest Germany

2) Simulations driven by reanalysis data every sixredar the period from 1988 to
2001 with a grid size resolution of 0.44° for thbeoke European region (80x61 grid

points)

The simulations were run with the COSMO model \@1s3.21 containing the old scheme
and the COSMO model version 3.22, where the newersehis implemented. The only
difference between the two model versions is thangk in the cloud microphysics

scheme.
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a) Evaluation of the GME driven simulations for theyear 2001

The comparison of the total precipitation shows tain differences between the old and
the new scheme (Fig. 9.3): The precipitation isigported more to the lee side of the
mountains with the new scheme, resulting in a dsaeof precipitation amount at the
windward side of the mountains and an increasénenee side, which is much more real-
istic compared to observations. The area averageeofpitation increases by about 1 mm

with the new scheme.

Comparisons of the grid scale precipitation betwgmentwo schemes show a decrease of
precipitation amount over the Black Forest andremease of precipitation on the lee side

of the mountains in the simulation with versionZB(Eig. 9.4).

Comparisons of the convective precipitation showsigmificant differences between the

two schemes (Fig. 9.5).

latitude
latitude

50+

I
$

latitude

48

longitude

Figure 9.3: Annual total precipitation amount for the year 200r the old (upper left) and

new (upper right) microphysics scheme for the whenlea and for observations within

Germany (bottom).
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Figure 9.4: Annual grid scale precipitation amount for thery2@01 for the old (left) and

new (right) microphysics scheme.
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Figure 9.5: Annual convective precipitation amount for thery2@01 for the old (left) and

new (right) microphysics scheme.

A comparison of the monthly total and grid scalegpitation sums shows that the largest
differences between the two schemes occur in tmewmonths with maximum differ-
ences of about 25 mm, but there is no version, hvgenerally produces more or less pre-

cipitation over all months (Fig. 9.6).

The convective precipitation shows a slight deaeafsup to 5 mm per month with the
new cloud microphysics scheme and the maximumréifiges occur in summer (Fig. 9.7).
In the monthly mean 2m-temperature there are ordygmal differences of up to 0.2 K
(Fig. 9.7)
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Figure 9.6: Monthly total (left) and grid scale (right) prettggtion amount for the year
2001 with the model version 3.21 (red) and 3.22dgys.
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Figure 9.7: Monthly convective precipitation amount (left) amdonthly mean 2m-
temperature (right) for the year 2001 with the mMogesion 3.21 (red) and 3.22 (yellow).

b) Comparison of the ERA 40 driven simulations forthe period 1990 - 1999

Simulations have been done with ERA-40 and NCEM&gsis data as driving data and
with climatological soil initialisation as describen section 4.1. For the evaluation the
average of the annual precipitation sums for theo@del990 — 1999 has been compared.
An increase of precipitation with the new versioB23can be observed for Germany, the
north of France and Eastern Europe by up to 100 pemyear in the simulation with
NCEP driving data (Fig. 9.8). A decrease of preaipn amount with the new scheme can
be observed for the alpine region and Spain byo#00 mm. The same findings are also
valid for the simulation with ERA-40 as driving dgfFig. 9.8).
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Figure 9.8: Difference of averaged annual precipitation sumthe period 1990-1999
between the new and the old microphysics schemsifoulation driven by NCEP (left)

and ERA-40 (right) reanalysis data.

9.3 INFLUENCE OF GME DRIVING DATA ON DAILY SIMULATIONS

Since the year 2005, the GME uses the multi lagémnsodel and data for a correct initiali-
sation of the multi layer soil model in COSMO modehvailable. Using the interpolation
program int2lm it is also possible to interpoldte GME data before 2005, which contain
the older two layer soil scheme (TERRA), onto thdtimayer grid of the multi-layer soil
scheme (TERRA_LM) in the COSMO model. Due to thenfialation of the soil schemes
the uppermost soil layer in the older two layeresok contains in general more soil water
than the equivalent layers in the new multi-laydresne would do for the same simulation
period. For climate simulation this is not as intpot because the surplus in water content
is evaporated after some days, but for simulatadrsngle days this can be of crucial im-

portance.

Two different simulations have been performed teestigate the influence of the soil
moisture initialisation onto COSMO model simulasdor a single day: In the first one the
multi layer soil model in the COSMO model was iised by the data from the two layer
soil model from the GME data. In the second onedbi¢ initialisation was taken over
from newly processed GME data, which already contia¢ multi layer soil model. In the
second simulation only the soil initialisation Heeen taken over from the new GME data.

The atmospheric forcing is the same as in thedimulation.
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Simulations for the first of June 2002 with a horital resolution of 7 km for the region of
Southwest Germany show that the results in nedacispecific humidity can differ by
up to 3 g ki between the two simulations with higher valueshia simulation where the
two soil layer GME data has been interpolated diméomulti-layer COSMO model. These
values are too high compared to observations aadsithulation where multi layer soil
model data from GME was used for the initialisatadCOSMO model agree better with

the observed near-surface values (Fig. 9.9).

Differences are also visible in the boundary laybere we find unrealistic high specific
humidity in the first kilometre above the surfadde specific humidity is up to 1 g g
higher than in the simulation where we initialiseith the multi layer data and 1.5 gkg
higher than the observed one. As a consequencepsgrve an unrealistic low potential
temperature, which is up to 1 K lower than for tteerect soil initialisation and the ob-

served one (Fig. 9.10).

In the simulation where the two layer scheme wasl disr initialisation this higher humid-
ity in the boundary leads to an unrealistic enharere of cloud formation compared to

satellite images (Fig. 9.11).

As a consequence of this comparison, it is theeefecommended to choose one of the

following configurations for simulations before Z20@ith GME driving data:

(1) Usage of the two layer scheme for GME and COSMO ehetulations. This
means an interpolation from the two layer schenteeédwo layer scheme for ini-
tialisation or

(2) Usage of newly processed GME analysis data, whigbraduced by using the
multi-layer soil scheme or

(3) Simulation of periods, which are long enough toucsd the humidity by

evapotranspiration.

Using newly processed GME analysis data from tlasybefore 2005 one should keep in
mind that they can differ considerably from theasldnes, which have been obtained by

the operational system!
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Figure 9.9: Simulations for the first of June 2002 with soibisture initialisation from the
old two layer soil model of GME (top) and from timailti layer scheme of GME (bottom).
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the simulation with soil moisture initialisationon the old two layer soil model of GME
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9.4 ABBREVIATIONS

COSMO

LM

CLM

COSMO model
COSMO-CLM

COSMO-EU

L okal-M odel
Climateversion ofLM
new name for LM

new name for CLM

operational COSMO model setup with 7 kid gize



170 9 Appendix
Institutes

DMI DanishM eteorological nstitute

DWD DeutscheiVettedienst

ECMWF EuropearCentre for Medium-Rang@/eather~orecast

GKSS Gesellschaft fuK ernenergieverwertung f&chiffoau undSchiffahrt
IMK I nstitut firM eteorologie undk limaforschung, Universitat Karlsruhe
MPI Max Planck| nstitute for Meteorology in Hamburg

NCEP NationalCenters forEnvironmentalPrediction

PIK Potsdaml nstitut furKlimafolgenforschung

Global models
GCM
ERA-40

ECHAMS

HadCM3

Regional models
RCM

CRCM

HIRHAM

KAMM

MM5

RegCM

REMO

GeneralCirculationM odels
ECMWEF Re-Analysis data

fifth-generation atmospheric general cietidn model developed at
MPI in Hamburg

HadleyCenterCoupledM odel versiorB

RegionalClimate M odel
CanadiarRegionalClimate M odel

Regional climate model developed by MPI dpil|
KarlsruheM esoskalige$t odell

MesoscaléModel 5

Regonal ClimateM odel

RegionalModel
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Land surface schemes

LSS

SVAT

BASE

BATS

ISBA
MOSES
PILPS

SiB2
SNOWMIP2
TERRA_LM

VEG3D

Others
CRU
EU
IPCC
KLIWA
RMSD
RMSE
SLEVE

SOM

VERTIKATOR

L andSurfaceScheme

Soil VegetatiomPAtmospherd ransfere model

Bestapproximation ofsurfaceexchanges

BioshereAtmospherd ransferScheme

I nteractionSoil BiosphereAtmosphere

M et Office SurfaceExchangeScheme

Project ofintercomparison dfand-surfacgparameterizatioschemes
SimpleBiosphere 2

Snow M odell ntercomparisotProject

Soil vegetation model of COSMO

Soil-vegetation model of KAMM

Climate Researchunit

Europearnion

IntergovernmentdPanel onClimate Change
Klimaveranderung und Konsequenzen furnlli@sserwirtschaft
Root M eanSquareDifference

RootMeanSquareError

SmoothLevel Vertical

Self-OrganizingM aps

Vertika ler Austausch un@Rographie
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